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ARTICLE INFO    ABSTRACT 
 

 

The assessment of resilience is the core of any governance and risk management analysis for shocks and crises. This 
assessment is generally dependent on similarity measurement for the identification of patterns and relationships 
between different individuals or groups of individuals within a given community. One of the difficulties in studying 
social resilience processes is the lack of appropriate analytical tools that take into account the dimensions of 
resilience. The use of conventional similarity measures can lead to some bias in the analysis and consequently to 
errors in decision-making. In this paper, we propose a new measure of similarity for the calculation of the degree of 
similarity between two individuals described by several univalued and multivalued variables of heterogeneous types 
(quantitative, qualitative or textual). Our proposal, compared to most of the similarity measures presented in the 
literature, has the merit of directly exploiting a table of heterogeneous data containing both univalued and 
multivalued values (intervals, sets, textual, etc.). Generally, a homogeneous transformation of the table is used and 
then a classical similarity index is used for the construction of the similarity matrix. However, this homogeneity of 
the table leads to distortions and negatively influences the expressive character of the data. The comparison of our 
approach with other proposals in the literature according to the Davies-Bouldin and Silhouette quality index gives us 
the best values for these indices, demonstrating its effectiveness for studying social resilience processes. 
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INTRODUCTION 
 
In an increasingly interconnected world, social resilience is emerging 
as a key polysemic concept for understanding how individuals and 
communities adapt and recover in the face of crisis and disruption. 
However, the diversity of available data, both quantitative and 
qualitative, poses a major challenge for the analysis and comparison 
of resilience processes. Heterogeneous data, from a variety of sources 
such as surveys, community reports, government statistics or 
individual testimonies, require innovative approaches to extract 
meaningful insights. However, much of the existing work on 
resilience can be summed up in a broad transdisciplinary panel of 
non-operational theoretical approaches. As a result, the study of social 
resilience processes is hampered by the lack of appropriate modeling 
and analysis tools. Indeed, one of the most important aspects in the 
operational study of social resilience is the grouping of traumatized 
individuals into psycho-sociological strata, in order to optimize 
decision-making in their care. Furthermore, the automatic 
classification methods used in their application, for the construction 
of different classes, measures of similarity which are metric or semi-
metric used in several fields including machine learning and data 
mining. However, literature is full of a multitude of measures of 
similarity that are usually quite general and do not take into account 
the specificities of resilience. Thus, there is a need to develop 
measures of similarities more adapted to the nature of data of social 
resilience processes.  In this research work, we propose a new 
measure for calculating the degree of similarity between traumatized 
individuals or communities from heterogeneous data (quantitative, 
qualitative or textual). This measure will enable practitioners of 
resilience process analysis to obtain more robust and refined 

 
typologies of traumatized individuals, without having to make a first 
homogeneous transformation of the data table for the construction of 
the similarity matrix. Our approach will first present some related 
work on similarity measures while examining the issues related to 
data diversity in social resilience analysis. Next, we will present our 
methodological approach, detailing the construction of the similarity 
measure and its theoretical foundations. Finally, we will illustrate the 
application of this measure through an experiment on a data set, in 
order to demonstrate its effectiveness and relevance in the evaluation 
of social impact processes. 
 
State of the art : In the literature, most of the similarity measures 
encountered are most often adapted to univalued-described data 
where each observation is represented by a point in space. These data 
tables may contain only data of a quantitative or qualitative type or 
even mixed. In all these cases, the formalism of the data used has a 
limited expressive power because it does not take into account 
complex and heterogeneous data from real applications as in the 
analysis of social transformation processes. In practice, observations 
can be described by symbolic variables, that is, textual values, sets of 
values, intervals and many other forms. These symbolic variables can 
be of the same type or different types (mixed symbolic variables). In 
the case where all variables involved are quantitative univalued, 
Minkowski distances [1] are generally used to measure similarity 
between observations. These distances, including the Euclidean 
distance and the distance from Manhattan, are a generalization of 
distances in a vector space, and they are often used in the context of 
geometry and number theory. For very small (but positive) values of 
the parameter p which determines the "standard" used, the Minkowski 
distance can become very sensitive to small variations in coordinates, 
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which influences the quality of the results. When all data are interval 
type, the comparison of observations can be made using distance 
based on Hausdorff distance [2]. This distance has several limits, 
including its sensitivity to isolated or outliers points and its non-
sensitivity to the internal structure. Thus two sets can have the same 
distance from Hausdorff while having very different shapes. When 
observations are described by symbolic variables of different types, 
data homogenization techniques are most often used to transform the 
table of heterogeneous data into a table of homogeneous data 
containing variables of the same type [3][4]. However, this technique 
usually leads to distortion and loss of information in the results, hence 
the need to develop similarity measures more suited to this type of 
data table. In the literature, the dissimilarity measure proposed by 
Gowda and Diday [5] and that of Ichino and Yaguchi [6] attempt to 
solve this problem. However, these measures are less suited to text-
based data. Indeed, they do not take into account certain important 
aspects of textual similarity, such as the frequency of terms in the 
proximity calculus. The use of Gowda and Diday distances is often 
limited in practical applications for large datasets, where calculating 
distances can become costly in terms of computation time and 
resources, which can limit their use.  
 
Ichino and Yaguchi's comparison function, on the other hand, is a 
generalization of the Minkowski distance based on a new 
mathematical model they call the Cartesian space model (U(p), ⊞, 
⊠) where U(p) is the p-dimensional space of variables of different 
types, ⊞ a Cartesian joint operator and ⊠ a Cartesian intersection 
operator. In addition to the above-mentioned limitation, Ichino and 
Yaguchi's com-parison function uses a parameter γ to control the 
internal and external closeness between two observation intervals. An 
inappropriate choice of this parameter would distort the analysis, 
because if the intervals are disjoint, for example, the comparison 
function only takes into account the external closeness, ignoring the 
internal closeness of the intervals. The similarity measure (phi-
similarity) proposed by Achiepo and Behou [7] allows the 
comparison of observations described by univalent quantitative, 
qualitative and textual variables, but is not adapted to mixed symbolic 
data. For their part, Stéphanie et al [8] have developed a similarity 
measure adapted from Gower's general similarity coefficient [9], 
known as the vulnerability similarity coefficient (HVSI). This method 
quantifies vulnerability profiles with the aim of identifying places 
with similar vulnerability, in order to facilitate the construction of 
networks for disaster resilience. This approach also aims to facilitate 
the sharing of knowledge, resources and successful practices that are 
relevant to the circumstances of a particular community. One of the 
weaknesses of this approach is that it does not always take into 
account the context in which a vulnerability arises, such as the 
operating environment, specific configurations or safety measures in 
place, and its sensitivity to false positives and false negatives, which 
can affect confidence in the results. Finally, at the level of 
unstructured data, Reimers et al [10] use cosine similarity to 
comparse semantically significant sentence embeddings, through their 
SBERT approach. While this considerably reduces the time needed to 
find the most similar pair, while maintaining good accuracy, SBERT 
is costly in terms of computational resources and requires adjustments 
for specific tasks as well as fine-tuning for specific domains.  
 
Problematic: In a context where contemporary societies are 
increasingly confronted with multiple and varied crises, 
understanding social resilience processes becomes a crucial issue to 
anticipate and manage these challenges. However, the analysis of 
social resilience with tools that do not take into account its 
specificities often leads to bias in results and therefore to errors in 
decision-making. In other words, the measures of similarity, which 
are essential in models for grouping or stratifying individuals, must 
be adapted to the analysis of resilience processes and also to the 
ability to exploit various types of data. The presentation of the main 
measures of similarity in literature has allowed us to highlight several 
limitations, including that relating to the exploitation of 
heterogeneous data which can come from various sources such as 
surveys, demographic data, economic indicators, social networks, etc. 
In this context, it is important to ask the question of how to develop a 

measure of similarity, Able to integrate these heterogeneous data to 
provide relevant and nuanced analysis of social resilience processes?  
This issue raises methodological and theoretical issues, particularly in 
terms of processing data relating to resilience, modelling and 
interpretation of results, while seeking to meet the growing need for 
analytical tools adapted to the complex realities of social resilience 
processes. 
 
Our proposal: SymSimb 
 
Modeling : To take into account mixed univalent and symbolic data, 
as well as textual data, we combine the generalized Minkowski 
distance [1] and the classical cosine distance [11]. The former is 
based on Ichino and Yaguchi's mathematical model of Cartesian 
space and is adapted to quantitative and qualitative data from 
univalent and symbolic tables. The cosine distance is used to compare 
variables with textual descriptions.  
 
Basic concepts: The data used in our similarity measurement model 
are essentially univalent qualitative and quantitative data, interval 
data, multivalued nominal and ordinal data, modal data and textual 
data from a corpus. In the following, we will use the term “symbolic 
data” to designate the various types of data mentioned, with the 
exception of textual data. 

 
Let 𝛺 = {𝑋௜ , . . . , 𝑋௡}, the set of individuals or observations 𝑋௜  
compared. 
 

𝛬, the set of variable domains considered in the data table. 
 
𝛬 = 𝛬(ௌ) ∪ 𝛬(்)                  ………………………….(E1) 
 

where 𝛬(ௌ) represents the set of symbolic variable domains used. 

𝛬(ௌ) = 𝛬ௌଵ × 𝛬ௌଶ ×. . .× 𝛬ௌ௤                 ………………………….(E2) 
 

 𝛬(்) represents the domain of textual variables used. 
 

The measure of similarity between two individuals 𝑋௜  and 𝑋௝  is 
defined by: 
 
𝑆𝑖𝑚𝑆𝑦𝑚𝑏(𝑋௜ , 𝑋௝) = 𝜆𝛷ௌ(𝑋௜ , 𝑋௝) + (1 − 𝜆)𝛷்(𝑋௜ , 𝑋௝)    ……...(E3) 
 
With 𝛷ௌ(𝑋௜ , 𝑋௝), the function of measuring the proximity between 
individuals 𝑋௜ and 𝑋௝  according to the symbolic variables. 
 
𝛷்(𝑋௜ , 𝑋௝), the function measuring the proximity between individuals 
𝑋௜ and 𝑋௝  according to textual variables. 
 
and 𝜆, the parameter for adjusting the influence of text variables in 
relation to symbolic variables and vice versa. 
 
The 𝛷ௌ(. ) function for calculating the similarity between individuals 
according to symbolic variables: 
 
This function is based on the Minkowski distance and uses the 
mathematical model proposed by Ichino and Yaguchi [6] to compare 
the values taken by the symbolic variable 𝑌௞ characterizing 
individuals 𝑋௜ and 𝑋௝ . 
 
Note: 
 
 𝑌௞, the kth symbolic variable characterizing individual𝑋௜ ;  
 𝑥௜

௞, the value taken by the variable 𝑌௞ describing the individual 
𝑋௜ ; 

 𝜂, the parameter controlling internal and external matching 
between two value intervals. 

 𝑁ௌ, the number of symbolic variables considered. 
 
Let be the Cartesian space  ൫𝛬(ௌ),⊕,⊗൯ where 𝛬(ௌ) denotes the q-
dimensional space of the different types of symbolic variables used;  
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denotes the Cartesian operator of joint union and , the Cartesian 
operator of intersection such that: 
 

𝑋௜ ⊕ 𝑋௝ = ෑ൫𝑥௜
௞ ⊕ 𝑥௝

௞൯

ேೄ

௞ୀଵ

 ………..(E4) 

𝑋௜ ⊗ 𝑋௝ = ∏ ൫𝑥௜
௞ ⊗ 𝑥௝

௞൯
ேೄ

௞ୀଵ                               ……..…..(E5) 
        
The function of comparison between the values taken by the symbolic 

variable 𝑌௞  characterizing the individuals 𝑋௜  and 𝑋௝  is thus defined: 
 

𝜑(𝑥௜
௞ , 𝑥௝

௞) = ൫ห𝑥௜
௞ ⊕ 𝑥௝

௞ห − ห𝑥௜
௞ ⊗ 𝑥௝

௞ห൯

+ 𝜂൫2ห𝑥௜
௞ ⊗ 𝑥௝

௞ห − ห𝑥௜
௞ห

− ห𝑥௝
௞ห൯ 

……(E6) 

 

We'll use the value recommended by Ichino for parameter 𝜂, i.e. 0.5. 
Thus, the 𝜑 function becomes: 

 

𝜑(𝑥௜
௞ , 𝑥௝

௞) = ห𝑥௜
௞ ⊕ 𝑥௝

௞ห −
ห𝑥௜

௞ห + ห𝑥௝
௞ห

2
     ……(E7) 

 

The aggregation function for comparing two individuals characterized 
by symbolic variables is therefore given by: 

 

𝛷ௌ(𝑋௜ , 𝑋௝) = ቌ෍ 𝜑(𝑥௜
௞ , 𝑥௝

௞)௣

ேೄ

௞ୀଵ

ቍ

ଵ/௣

 ………(E8) 

 

Taking p = 2, we obtain the generalized Euclidean distance. 
 

𝛷ௌ(𝑋௜ , 𝑋௝) = ඩ෍ 𝜑(𝑥௜
௞ , 𝑥௝

௞)ଶ

ேೄ

௞ୀଵ

 ………..(E9) 

Finally, we obtain: 
 

𝛷ௌ(𝑋௜ , 𝑋௝) = ඨ∑ ቆห𝑥௜
௞ ⊕ 𝑥௝

௞ห −
ห௫೔

ೖหାቚ௫ೕ
ೖቚ

ଶ
ቇ

ேೄ

௞ୀଵ

ଶ

                                                     …………(E10) 

 

The 𝛷்(. ) function for calculating the similarity between individuals 
according to textual variables: 
 
Cosine similarity is one of the most widely used similarity measures 
for text data. It is generally used to measure the similarity between 
two documents. It involves calculating the cosine of the angle 
between the vector representations of the documents to be compared.  
In the field of social resilience, we can use this measure to compare 
two given individuals. For each individual, we match the corpus that 
characterizes him or her. This may be a speech or an opinion on a 
given subject. The full version of each corpus is first transformed into 
a vector of character strings, also known as a “bag of words”, which 
describes the content of the document. Words are independent and 
their order is not important. The resulting bag-of-words contains the 
relevant terms, after sup-pressing the full text, empty words and 
punctuation, and then proceeding with lemmatization and 
segmentation. Following this step, each word is assigned a weight, 
which can be obtained booleanly or by word frequency. In our model, 
we use word frequency, which is obtained by counting the number of 
occurrences of the term in the document.  
 
According to our model, the values taken by a textual variable, in the 
data table, are word vectors, i.e. the relevant terms extracted from the 
corpora.     

 
Notation : 
 

 𝑌௞, he kth textual variable characterizing the individual 𝑋௜ ;  
 𝑥௜

௞, he set of relevant terms taken by variable 𝑌௞ for individual 
𝑋௜ ; 

 𝑥௝
௞, the set of relevant terms taken by variable 𝑌௞ for individual 

𝑋௝  ; 

 𝛤௜௝ = 𝑥௜
௞ ∩ 𝑥௝

௞, the set of terms common to 𝑋௜ and 𝑋௝  for 
variable 𝑌௞; 

 𝑐𝑎𝑟𝑑(𝛤௜௝), the number of terms common to 𝑋௜ and 𝑋௝  for 
variable 𝑌௞; 

 𝑡𝑓௤௜
௞ , the frequency of occurrence of the term q corresponding to 

the vector of words 𝑥௜
௞ in the corpus characterizing the 

individual 𝑋௜. 
 𝑁், the number of textual variables considered. 

 
The 𝛷்(. ) function for calculating similarity with text variables is 
therefore: 
 

𝛷்(𝑋௜ , 𝑋௝) =
௫⃗೔

ೖ.௫⃗ೕ
ೖ

ฮ௫⃗೔
ೖฮ.ቛ௫⃗ೕ

ೖቛ
     

  
Considering the weights of the various terms, we obtain: 
 

𝛷்(𝑋௜ , 𝑋௝) =
∑ ∑ ௧௙೜೔

ೖ .௧௙೜ೕ
ೖ

೎ೌೝ೏(೨೔ೕ)

೜సభ
ಿ೅
ೖసభ

ට∑ ∑ ௧௙೜೔
ೖ

೎ೌೝ೏(೨೔ೕ)

೜సభ
ಿ೅
ೖసభ

.ට∑ ∑ ௧௙೜೔
ೖ

೎ೌೝ೏(೨೔ೕ)

೜సభ
ಿ೅
ೖసభ

                         (E12) 

  
The 𝑆𝑖𝑚𝑆𝑦𝑚𝑏(. )similarity measure between two individuals 
described by symbolic and textual variables is therefore calculated as 
follows: 
 
Considering equations E10 and E12, we obtain: 

 
 𝑆𝑖𝑚𝑆𝑦𝑚𝑏(𝑋௜ , 𝑋௝) = 𝜆𝛷ௌ(𝑋௜ , 𝑋௝) + (1 − 𝜆)𝛷்(𝑋௜ , 𝑋௝) (E13) 
 

𝑆𝑖𝑚𝑆𝑦𝑚𝑏൫𝑋௜ , 𝑋௝൯ = 𝜆ඨ∑ ቆห𝑥௜
௞ ⊕ 𝑥௝

௞ห −
ห௫೔

ೖหାቚ௫ೕ
ೖቚ

ଶ
ቇ

ேೄ

௞ୀଵ

ଶ

+   (E14) 

 

(1 − 𝜆)
∑ ∑ 𝑡𝑓௤௜

௞ . 𝑡𝑓௤௝
௞௖௔௥ௗ(௰೔ೕ)

௤ୀଵ
ே೅
௞ୀଵ

ට∑ ∑ 𝑡𝑓௤௜
௞௖௔௥ௗ(௰೔ೕ)

௤ୀଵ
ே೅

௞ୀଵ . ට∑ ∑ 𝑡𝑓௤௜
௞௖௔௥ௗ(௰೔ೕ)

௤ୀଵ
ே೅

௞ୀଵ

 

 
The 𝜆  parameter is obtained experimentally. It is used to adjust the 
influence of the textual part of the variables in relation to the 
symbolic part, and vice versa.  
 

 

⎩
⎪
⎨

⎪
⎧ 1                        𝑖𝑓 

( )T (absence of text variables)  

0               𝑖𝑓 ( )S (absence of symbolic variables)

]0;1[      𝑖𝑓 ( )T   𝑎𝑛𝑑 
( )S                                        

  

 
In case 𝛬(ௌ) ≠ ∅ and 𝛬(்) ≠ ∅, we recommend taking 𝜆 = 1/4. 
 
In addition, our similarity measure checks the similarity properties 
namely symmetry, positivity and maximality. 
 
Symmetry: 

𝑆𝑖𝑚𝑆𝑦𝑚𝑏൫𝑋௜ , 𝑋௝൯ = 𝜆ඨ∑ ቆห𝑥௝
௞ ⊕ 𝑥௜

௞ห −
ቚ௫ೕ

ೖቚାห௫೔
ೖห

ଶ
ቇ

ேೄ

௞ୀଵ

ଶ

+ (E15) 

 

(1 − 𝜆)
∑ ∑ 𝑡𝑓௤௝

௞ . 𝑡𝑓௤௜
௞௖௔௥ௗ(௰ೕ೔)

௤ୀଵ
ே೅
௞ୀଵ

ට∑ ∑ 𝑡𝑓௤௝
௞௖௔௥ௗ(௰ೕ೔)

௤ୀଵ
ே೅

௞ୀଵ . ට∑ ∑ 𝑡𝑓௤௜
௞௖௔௥ௗ(௰ೕ೔)

௤ୀଵ
ே೅

௞ୀଵ

 

 
𝑆𝑖𝑚𝑆𝑦𝑚𝑏(𝑋௜ , 𝑋௝) = 𝑆𝑖𝑚ீ(𝑋௝ , 𝑋௜)     (E16) 

 
Positivity:  
 
∀𝑋௜ and ∀𝑋௝ ∈ 𝛺,  
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𝜆ඨ∑ ൬ห𝑥௝
௞ ⊕ 𝑥௜

௞ห −
ห௫೔

ೖหାห௫೔
ೖห

ଶ
൰

ேೄ

௞ୀଵ

ଶ

= 𝜆ට∑ ൫ห𝑥௜
௞ ⊕ 𝑥௜

௞ห൯
ேೄ

௞ୀଵ

ଶ
=

𝜆ට∑ 𝑥௜
௞ேೄ

௞ୀଵ

ଶ
                                                                                 (E17) 

 
In the same way 
 

 (1 − 𝜆)
∑ ∑ ௧௙೜ೕ

ೖ .௧௙೜೔
ೖ

೎ೌೝ೏(೨ೕ೔)

೜సభ
ಿ೅
ೖసభ

ට∑ ∑ ௧௙೜ೕ
ೖ

೎ೌೝ೏(೨ೕ೔)

೜సభ
ಿ೅
ೖసభ

.ට∑ ∑ ௧௙೜೔
ೖ

೎ೌೝ೏(೨ೕ೔)

೜సభ
ಿ೅
ೖసభ

≥ 0                        (E18) 

 
Hence 𝑆𝑖𝑚𝑆𝑦𝑚𝑏(𝑋௜ , 𝑋௝) ≥ 0                        (E19) 
 
Maximality: 
 
𝑆𝑖𝑚𝑆𝑦𝑚𝑏(𝑋௜ , 𝑋௜) = 𝜆𝛷ௌ(𝑋௜ , 𝑋௜) + (1 − 𝜆)𝛷்(𝑋௜ , 𝑋௜)              (E20) 
 

But 𝛷ௌ(𝑋௜ , 𝑋௜) = ඨ∑ ൬ห𝑥௝
௞ ⊕ 𝑥௜

௞ห −
ห௫೔

ೖหାห௫೔
ೖห

ଶ
൰

ேೄ

௞ୀଵ

ଶ

      (E21) 

 

ඨ∑ ൬ห𝑥௝
௞ ⊕ 𝑥௜

௞ห −
ห௫೔

ೖหାห௫೔
ೖห

ଶ
൰

ேೄ

௞ୀଵ

ଶ

= ට∑ ൫ห𝑥௜
௞ ⊕ 𝑥௜

௞ห൯
ேೄ

௞ୀଵ

ଶ
=

ට∑ 𝑥௜
௞ேೄ

௞ୀଵ

ଶ
                                      (E22) 

 

 ට∑ 𝑥௜
௞ேೄ

௞ୀଵ

ଶ
≥ ඨ∑ ቆห𝑥௜

௞ ⊕ 𝑥௝
௞ห −

ห௫೔
ೖหାቚ௫ೕ

ೖቚ

ଶ
ቇ

ேೄ

௞ୀଵ

ଶ

      (E23) 

 
𝜆𝛷ௌ(𝑋௜ , 𝑋௜) ≥ 𝜆𝛷ௌ(𝑋௜ , 𝑋௝)                                      (E24) 
 

In the same way, (1 − 𝜆)𝛷்(𝑋௜ , 𝑋௜) =
௫⃗೔

ೖ.௫⃗೔
ೖ

ฮ௫⃗೔
ೖฮ.ฮ௫⃗೔

ೖฮ
       (E25) 

 
 (1 − 𝜆)𝛷்(𝑋௜ , 𝑋௜) = (1 − 𝜆)(𝑥௜

௞)ଶ. 𝑐𝑜𝑠( 𝑥௜
௞ , 𝑥௜

௞) = (1 − 𝜆)(𝑥௜
௞)ଶ        (E26) 

 

(1 − 𝜆)(𝑥௜
௞)ଶ ≥ (1 − 𝜆)(𝑥௜

௞)ଶ 𝑐𝑜𝑠( 𝑥⃗௜
௞ , 𝑥⃗௝

௞)        (E27) 
 
(1 − 𝜆)𝛷்(𝑋௜ , 𝑋௜) ≥ (1 − 𝜆)𝛷்(𝑋௜ , 𝑋௝)        (E28) 
 
Therefore, 𝜆𝛷ௌ(𝑋௜ , 𝑋௜) + (1 − 𝜆)𝛷்(𝑋௜ , 𝑋௜) ≥ 𝜆𝛷ௌ(𝑋௜ , 𝑋௝) + (1 −

𝜆)𝛷்(𝑋௜ , 𝑋௝)                                                                           (E29) 
 
Hence 𝑆𝑖𝑚𝑆𝑦𝑚𝑏(𝑋௜ , 𝑋௜) ≥ 𝑆𝑖𝑚𝑆𝑦𝑚𝑏(𝑋௜ , 𝑋௝)                        (E30) 
 
Algorithm: In machine learning, and particularly for geometric 
classification methods, similarity measures are used to construct 
similarity matrices between observations. The algorithm below shows 
the steps involved in calculating similarities between different 
observations in a table of heterogeneous data with symbolic and 
textual variables.   
 
Algorithm: Calculating the similarity matrix for heterogeneous data 
(SimSymb) 
Inputs :   𝛺 = {𝑋௜ , . . . , 𝑋௡}, the set of individuals concerned; 
               𝛬ௌ, the set of symbolic variables used; 
               𝛬், the set of textual variables used; 
               𝜆, the value of the parameter for fitting symbolic variables 
to textual variables; 
                𝛥௧௙, set of term frequencies in the corpus; 
 
Outputs : M similarity matrix 

 
Begin : 
 

1. M [i, j]  0 

2. For 𝑖 ← 1 to n Do { 
3.   while 𝑖 ≤ 𝑗 { 
         3.1. Calculate 𝑆𝑖𝑚𝑆𝑦𝑚𝑏(𝑋௜ , 𝑋௝) = 𝜆𝛷ௌ(𝑋௜ , 𝑋௜) + (1 −

𝜆)𝛷்(𝑋௜ , 𝑋௜) 
      3.2. M [i, j] = 𝑆𝑖𝑚𝑆𝑦𝑚𝑏(𝑋௜ , 𝑋௝) 
                               } 
                          } 
 4. Return M. 
End 

 
Experimentation : The advantage of our algorithm for measuring 
similarity, in contrast to most of the proposals presented in the 
literature, is its ability to directly exploit a table of heterogeneous data 
containing both univalent and multivalued values (intervals, sets, 
textual, etc.). Typically, a homogeneous transformation of the table is 
performed, followed by the construction of the similarity matrix using 
a classical similarity index. For example, qualitative data are 
transformed into quantitative data (and vice versa) and multivalued 
data are transformed into univalued data. However, this homogeneity 
of the array leads to distortions and negatively influences the 
expressive character of the data. In a field such as resilience, some 
survey data often express doubts between several values, or a range of 
values. Such information is then represented in the form of intervals 
or sets of values, in the data table. It is therefore important to keep the 
table as it is and use a generalizing similarity measure such as ours to 
construct the similarity matrix. To apply our measure, we use Table 1 
of the data below. This table contains simulated data and illustrates 
the heterogeneity of the data. In this table, individuals are described 
by quantitative, qualitative and textual variables. Some variable 
values are univalent quantitative (e.g. Zadi's age) or univalent 
qualitative (e.g. Ahmed's marital status). We also distinguish between 
quantitative multivalued values (e.g. Yeo's and Kassi's age) and 
textual variables (e.g. individuals' opinions).  The values taken by the 
textual variable (opinion) were obtained from different corpora, after 
elimination of punctuation, empty words and lemmatization. These 
different corpora correspond to the opinions of respondents to the 
question of the impact of the post-electoral crisis on their lives. The 
vector of terms or bag of words derived from the different opinions is 
as follows: 
 
𝛤 = {crisis, election, impact, negative, positive, life, loss, loved one, 

forgiveness, not, repentance, violence, rape, sad, peace } 
  

Implementing our algorithm in R, we obtain the following similarity 
matrix (Figure 1). 
 

 
 

Figure 1. Similarity matrix (SimSymb) 
 

This similarity matrix is used to group the 10 individuals into classes 
based on degrees of similarity. Figure 2 shows the different iterative 
groupings of individuals derived from this matrix.  
 

 
Figure 2. Distribution of individuals 
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According to Figure 2, over 9 iterations, the groupings are as follows:
Iteration 1 (C1) : ind 5 (Aïcha) & ind 7 (Armand)      
Iteration 6 (C6) : ind 9 (Brou) & C2 
Iteration 2 (C2) : ind 2 (Ahmed) & ind 10 (Koné)    
Iteration 7 (C7) : ind 6 (Koffi) & C6 
Iteration 3 (C3) : ind 3 (Paulette) & ind 8 (Kassi)      
Iteration 8 (C8) : ind 4 (Yeo) & C5 
Iteration 4 (C4) : ind 1 (Ahmed) & C1                   
Iteration 9 : C7 & ind C8 
Iteration 5 (C5) : C3 & C4  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In order to evaluate our similarity measure (SimSymb) against 
existing heterogeneous data similarity measures in literature, we 
calculate the Davies-Bouldin index (DB) and the silhouette 
for each of the selected measures. These indices are used to assess the 
quality of the partitions formed from the distance matrices. The 
Davies-Bouldin index treats each class individually and seeks to 
measure how similar a class is to the class closest to it. The best 
partition, according to this index, is the one that minimizes the 
similarity between classes. In other words, the smaller the DB index, 
the better the partition. In addition, the Silhouette index is used to 
check whether each object has been correctly classified.  The closer 
this index is to 1, the better the object is classified.
we use two similarity measures used in the construction of distance 
matrices for mixed data. These are the similarity measure of Ichino 
and Yaguchi [6] and that of Chang Stéphanie et al [8].
shows the DB and silhouette (S) indices corresponding to the 
similarity measures obtained with the 3 approaches. 
Figure 3 compares the three similarity measures according to the
Davies-Bouldin quality index.  
 

 

Figure 3. Comparison of similarity measures according to DB 
indices 

 

Figure 3 shows the superiority of our similarity measure over the 
other two. Indeed, the smaller the DB index, the better the partition. 
Thus, partitions of 5, 6 and 7 clusters are of better quality with our 

Names Age Monthly remuneration
Zadi 31 {400 000,450 000} 
Ahmed 25 [150 000,200 000] 
Paulette {45,46} 170 000 
Yeo [60,90[ 250 000 
Aïcha 29 75 000 
Koffi 63 1 000 000 
Armand 28 120 000 
Kassi {32,33,34} [200 000, 300 000] 
Brou 85 {95 000, 150 000} 
Koné 72 300 000 

 

Table 2. DB and Silhouette Index values obtained with the 3 similarity measures
 

Number of clusters 
DB 

2 clusters 0,2901988 
3 clusters 0,2898222 
4 clusters 0,313271 
5 clusters 0,201901 
6 clusters 0,299423 
7 clusters 0,3690204 
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According to Figure 2, over 9 iterations, the groupings are as follows: 
ind 7 (Armand)       

: ind 2 (Ahmed) & ind 10 (Koné)     

: ind 3 (Paulette) & ind 8 (Kassi)       

: ind 1 (Ahmed) & C1                    

In order to evaluate our similarity measure (SimSymb) against 
existing heterogeneous data similarity measures in literature, we 

Bouldin index (DB) and the silhouette index (S) 
for each of the selected measures. These indices are used to assess the 
quality of the partitions formed from the distance matrices. The 

Bouldin index treats each class individually and seeks to 
closest to it. The best 

partition, according to this index, is the one that minimizes the 
similarity between classes. In other words, the smaller the DB index, 
the better the partition. In addition, the Silhouette index is used to 

has been correctly classified.  The closer 
this index is to 1, the better the object is classified. For comparison, 
we use two similarity measures used in the construction of distance 
matrices for mixed data. These are the similarity measure of Ichino 

Yaguchi [6] and that of Chang Stéphanie et al [8]. Table 2 below 
shows the DB and silhouette (S) indices corresponding to the 
similarity measures obtained with the 3 approaches. The graph in 
Figure 3 compares the three similarity measures according to the 

 

Figure 3. Comparison of similarity measures according to DB 

Figure 3 shows the superiority of our similarity measure over the 
other two. Indeed, the smaller the DB index, the better the partition. 
Thus, partitions of 5, 6 and 7 clusters are of better quality with our 

measure than with the similarity of IY and HVSI.
partitions containing two clusters are better with Ichino and Yaguchi 
similarity. For 3- and 4-cluster partitions, clustering quality is almost 
identical between our similarity measure and that of HVSI, with a 
slight superiority of our approach. The following graph (
compares the three similarity measures according to the silhouette 
index. Beyond the quality of the clusters produced by these measures, 
it is also important to check, through the silhouette index, whether 
each individual is well classified using these similarity measures. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The silhouette index is widely used to assess the quality of clustering 
results. As a reminder, the silhouette score is a numerical value 
ranging from -1 to 1, which measur
integrated into its group and how distinct it is from other groups. A 
value close to 1 indicates that the samples are well clustered, while a 
value close to -1 suggests that the samples may have been assigned to 
the wrong group. 
 

   
Figure 4. Comparison of similarity measures based on silhouette 

indices

Figure 4 also shows that our SimSymb similarity measure provides 
the best values for the silhouette index. This means that each 
individual is ranked higher with our similarity measure than with 
other measures.  
 

CONCLUSION  
 
In this article, we have presented a new measure of similarity between 
two given entities described by heterogeneous univalent or 
multivalued variables (numerical, qualitative and symbolic). Our 
model was validated using domain quality indices, notably the 

Table 1. Symbolic data table 
 

Monthly remuneration Marital status IQ Gender Opinion 
Married 9 M {crisis, election, not, forgiveness, impact, negative}
Single {8 ;9} M {crisis, election, forgiveness, impact, positive}
Widow {6 ;7 ;8} F {election, violence, rape, not, forgiveness}
Married 6 M {crisis, election, not, forgiveness, impact, negative}
Married 7 F {crisis, forgiveness
Widow {8 ;9} M {election, not, forgiveness
Single 8 M {crisis, election, Policy, impact}
Married [6,9] M {crisis, election, not, forgiveness, sad}
Single 9 F {crisis, election, not, forgiveness, sad }
Marié 7 M {election, forgiveness

Silhouette Index values obtained with the 3 similarity measures

IY HVSI SimSymb
S DB S DB 

 0,6781372 0,3576408 0,550101 0,3376408
 0,5387805 0,3796834 0,4027573 0,2882724

0,3888739 0,412069 0,3894272 0,3124571
0,2673446 0,3925787 0,2948401 0,1966798
0,290187 0,299423 0,3387971 0,2642 

 0,2682313 0,3730204 0,3113173 0,3590304
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measure than with the similarity of IY and HVSI. On the other hand, 
partitions containing two clusters are better with Ichino and Yaguchi 

cluster partitions, clustering quality is almost 
identical between our similarity measure and that of HVSI, with a 

approach. The following graph (Figure 4) 
compares the three similarity measures according to the silhouette 
index. Beyond the quality of the clusters produced by these measures, 
it is also important to check, through the silhouette index, whether 

vidual is well classified using these similarity measures.  

The silhouette index is widely used to assess the quality of clustering 
results. As a reminder, the silhouette score is a numerical value 

1 to 1, which measures how well an observation is 
integrated into its group and how distinct it is from other groups. A 
value close to 1 indicates that the samples are well clustered, while a 

1 suggests that the samples may have been assigned to 

 

Comparison of similarity measures based on silhouette 
indices 

 
Figure 4 also shows that our SimSymb similarity measure provides 
the best values for the silhouette index. This means that each 
individual is ranked higher with our similarity measure than with 

ted a new measure of similarity between 
two given entities described by heterogeneous univalent or 
multivalued variables (numerical, qualitative and symbolic). Our 
model was validated using domain quality indices, notably the 

not, forgiveness, impact, negative} 
{crisis, election, forgiveness, impact, positive} 
{election, violence, rape, not, forgiveness} 
{crisis, election, not, forgiveness, impact, negative} 

forgiveness, impact, sad } 
forgiveness } 

{crisis, election, Policy, impact} 
{crisis, election, not, forgiveness, sad} 
{crisis, election, not, forgiveness, sad } 

forgiveness, impact, peace } 

Silhouette Index values obtained with the 3 similarity measures 

SimSymb 
S 

0,3376408 0,7257529 
0,2882724 0,6294764 
0,3124571 0,4806501 
0,1966798 0,3506626 

0,3433683 
0,3590304 0,3253432 

January, 2025 



silhouette index and the Davies-Bouldin index. Our SimSymb 
proposal, compared to other measures, notably the similarity measure 
of Ichino and Yaguchi and the HVSI similarity measure of Chang 
Stéphanie et al. obtained the best values for these indices. This 
testifies to the quality of the groupings produced by our approach. By 
facilitating the integration and analysis of varied data, SimSymb 
contributes to a better understanding of resilience mechanisms, while 
offering new perspectives for researchers and practitioners engaged in 
the study of social dynamics. In order to assess the robustness of our 
proposal, it would be interesting in future work to test the algorithm 
on large-scale real data. 
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