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ARTICLE INFO    ABSTRACT 
 

Aim & In this paper, we introduce the third system which is called the category of natural deduction (CND) for 
language propositional logic system(𝐿𝑃𝐿𝑆), it's essential different in its form and ways form truth -table and truth-
tree for (𝐿𝑃𝐿𝑆), even itspick out (or select) the same symbolic language like that used in the system of truth-table 
and truth- tree for (𝐿𝑃𝐿𝑆). Anyway, with regard to truth -table and truth-tree for (𝐿𝑃𝐿𝑆), there is a terminology 
which is called algorithm due to mathematician Muhammed ibn Musa al-khwarizmi (780-850), from the meaning of 
algorithm, that is there are some mechanical procedures, that we commit to it leading us to right judgment relative to 
arguments. In this paper we make a new presentation method for (CND) for(𝐿𝑃𝐿𝑆), the principle of the system of 
natural deduction is based on Garhard Gentzen, who investigated and published his work in 1934 and 1935 about it. 
In this article, we represent natural deduction as a category of natural deduction for language propositional logic 
systems, to study the characteristics of arguments in (CND) and investigate valid and invalid arguments, types of 
formulas, and relations between formulas and inconsistency sets.       
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INTRODUCTION 
 
The aim of this paper is to complete our continuous work about publishing a series of new readings for symbolic logic. In [1] we introduced the 
features of truth - table for language propositional logic system. In [4] we displayed the truth- tree for propositional logic system (TTPLS), the 
current paper is devoted to the category of the natural deduction method as this system is related to (LPLS). Moreover, any logical system has 
some structure about rules of logical inference and axioms allow for us to derive a new formula from some given formulas. To see the 
conceptions of natural deduction principle, we refer to logical philosopher’s books such as [Bergmann, pp 146-225], [Kahane, pp.52-111], 
[Pospessel, pp.59-149], [Forbes,pp. 86-145]. 
 
2. Category of Natural Deduction (CND) for (𝑳𝑷𝑳𝑺) 
 
In this section, we will present the category of natural deduction for (𝑳𝑷𝑳𝑺) which consists of the following:  

 
Firstly, Deduction: A rule of inference is a mapping that maps a set (possible empty) of wffs,  𝜑 , 𝜑 , … , 𝜑  into a wff𝜔. It written as follows:   
𝜑 ,𝜑 … , 𝜑  / ∴ 𝜔. 
 
Secondly, Derivational Rules (DR) which consists of wffs have special name and given by: 
 
1. Rules of Premises and Assumptions: Suppose that the set of premises Ρ = {𝐴 :  𝑗 = 1,2,3, … , 𝑛}, the premises of an argument for are 

ordered in list at the start of the proof in the order in which they are given, each of them labeled by premises on the column of reason and 
numbered its line in the column of independence. The set of 𝐴 = {𝐵 : 𝑗 = 1,2, … , 𝑛} has procedure likes premises but labeled by assumption 
such as the following matrix- table: 

 
Table 2.1. Rules of Premises or Assumption 

 
Inference Rules Line -# wff     Reason   Dependency 
Premise.  (𝑗) 𝐴 Premise 𝑗. 
Assumption. (𝑘) 𝐵 Assumption 𝑘. 
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2. Rule of And-Elimination/And-Introduction: Suppose that the wff𝑨 𝒂𝒏𝒅 𝑩 with logical connective and.  it occurs (or appears) in line say j, 
then at any later line say  𝒌 may be infer  𝑨 or 𝑩 depend on what   we went to prove or infer. Moreover, the rule of and elimination in some 
books known as by simplification rule. This rule symbolizes by  ∧ − Elimination. Also,if awff𝑨 in an argument form take place at a line j in 
structure of proof and a wff𝑩 comes at a line  𝒌 , then we could infer new formula  𝑨 ∧ 𝑩 at a line 𝒊 labelling by 𝒋,𝒌 ,∧ −𝑰. Also, this rule is 
called conjunction rule. The schemata of  ∧ −𝑬  and ∧ −𝑰  are given by the following matrix-table.  

 

Table 2.2. Rules for ∧ −𝐄 and ,∧ −𝐈. 
 

Inference Rules Line -# wff     Reason   Dependency 
∧ − Elimination (∧ −𝐸). (𝑗) 𝐴 ∧ 𝐵  𝑎 , … , 𝑎 . 
 ⋮    
 (𝑘) 𝐴 𝑗, ∧ −𝐸 𝑎 , … , 𝑎 . 
               Also (𝑗) 𝐴 ∧ 𝐵  𝑎 , … , 𝑎 . 
 ⋮    
 (𝑘) 𝐵 𝑗, ∧ −𝐸 𝑎 , … , 𝑎 . 
     
∧ − Introduction (∧ −𝐼). (𝑗) 𝐴  𝑎 , … , 𝑎 . 
 ⋮    
 (𝑘) 𝐵  𝑏 , … , 𝑏 . 
 ⋮    
 (𝑖) 𝐴 ∧ 𝐵 𝑗,𝑘,∧ −𝐼 𝑎 , … , 𝑎 , 𝑏 , … , 𝑏 . 

 

3. Rules of Arrow -Elimination \ Rule of Arrow -Introduction: If a wff 𝑨 → 𝑩  happen in structure of proof at line 𝒋 and a wff of 𝑨  appear at 
line 𝒌 , then we deduced a wff of𝑩. Logician is called its by modus pones and we denoted by ⟶ −𝑬𝒊𝒍𝒎𝒊𝒏𝒂𝒕𝒊𝒐𝒏. In addition, if a wff 𝑨 at a 
line 𝒋 as an assumption or premises and a wff of 𝑩  which inferred at a line 𝒌 in structure of proof, then we can have deduced at a line 𝑨 → 𝑩 
at a line 𝒊 labeling by 𝒌 , → −𝑰.If 𝑨 is an assumption in this case discharged it by put as antecedent. Next matrix-table shown the rules⟶ −𝑬 
and  → −𝑰. 

 

Table 2.3. Rules for⟶ −𝑬 and  → −𝑰. 
 

Inference Rules Line -# wff     Reason   Dependency 
→− Elimination (→ −𝐸). (𝑗) 𝐴 → 𝐵  𝑎 , … , 𝑎 . 
 ⋮    
 (𝑘) 𝐴 antecedent  𝑏 , … , 𝑏 . 
 ⋮    
 (𝑖) 𝐵 consequent 𝑗,𝑘 → −𝐸  𝑎 , … , 𝑎 , 𝑏 , … , 𝑏 . 

 
→− Introduction (→ −𝐼). (𝑗) 𝐴 Pre or Ass 𝑗. 
 ⋮    
 (𝑘) 𝐵  𝑏 , … , 𝑏 . 
 ⋮    
 (𝑖) 𝐴 → 𝐵 j,𝑘 , → −𝐼 {𝑏 , … , 𝑏 } − {𝑗}. 

 

4.  Rules of ⟷-Elimination \ ⟷-Introduction (biconditional): If thewff𝑨 ⟷ 𝑩appear in the structure of proof at a line 𝒋 ,then at line 𝒌 can be 
deduce the wff𝑨 ⟶ 𝑩 ∧ 𝑩 ⟶ 𝑨. By similar argument, if the wff occurs at line 𝒋 and also the wff appear at line 𝒌, then derive the wff𝑨 ⟷
𝑩 at line 𝒊. Next matrix-table shown the rules  ⟷ −𝑬 and ⟷ −𝑰. 

 

Table 2.4. Rules ⟷ −𝑬 and (⟷ −𝑰). 
 

Inference Rules Line -# wff Reason Dependency 
⟷ − Elimination 
(⟷ −𝐸). 

(𝑗) 𝐴 ⟷ 𝐵  𝑎 , … , 𝑎  

 ⋮    
 (𝑘) 𝐴 ⟶ 𝐵 ∧ 𝐵 ⟶A j, , ⟷ −𝐸 𝑏 , … , 𝑏 . 
     
⟷ − Introduction 
(⟷ −𝐼). 

(𝑗) 𝐴 ⟶ 𝐵  𝑎 , … , 𝑎  

 ⋮    
 (𝑘) 𝐵 ⟶A  𝑏 , … , 𝑏  
 ⋮    
 (𝑖) 𝐴 ⟷ 𝐵 𝑗, 𝑘 , ⟷ −𝐸 𝑎 , … , 𝑎 ,𝑏 , … , 𝑏  

  
5. Rules of∨-Elimination \ ∨-Introduction (Disjunction): If awff𝑨 ∨ 𝑩  occurs at structure of proof at line 𝒋 and assumed wff𝑨 at a line 𝒌 and 
deduce a wff of𝑪 at a line 𝒊 and the same times assumed a wff of𝑩 at line 𝒈 and in later steps derive the same a wff of 𝑪, then derive 𝑪 in line 𝒓 
and labeled as shown in table. Moreover, if a wff 𝑨 appear in line 𝒋, then derive a wffof𝑨 ∨ 𝑩at line 𝒌. the next matrix-table describe (∨ −𝑬) and 
(∨ −𝑰). 
 

Table 2.5. Rules for (∨ −𝑬)and (∨ −𝑰). 
 

Inference Rules Line -# wff     Reason   Dependency 
∨ − Elimination (∨ −𝐸). (𝑗) 𝐴 ∨ 𝐵  𝑎 , … , 𝑎 . 
 ⋮    
 (𝑘) 𝐴      Ass 𝑘. 
 ⋮    
 (𝑖) 𝐶  𝑏 , … , 𝑏 . 
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 ⋮    
               Also (𝑔) 𝐵      Ass 𝑔 
 ⋮    
 (ℎ) 𝐶  𝑐 , … , 𝑐 . and discharge by (∨ −𝐸 
 ⋮    
 (𝑟) 𝐶 𝑗,𝑘, 𝐼, 𝑔, ℎ,∨ −𝐸 {𝑎 , … , 𝑎 , 𝑏 , … , 𝑏 , 𝑐 , … , 𝑐 . } − {𝑘, 𝑔}. 
     
∨ − Introduction (∨ −𝐼). (𝑗) 𝐴  𝑎 , … , 𝑎 . 
 ⋮    
 (𝑘) 𝐴 ∨ 𝐵 𝑗, ∨ −𝐼 𝑎 , … , 𝑎 . 
                          Or  (𝑗) 𝐴  𝑎 , … , 𝑎 . 
 ⋮    
 (𝑘) 𝐵 ∨ 𝐴 𝑗, ∨ −𝐼 𝑎 , … , 𝑎 . 

 
6. Rules of Negation-Elimination \ Negation-Introduction: 
 

Table 2.6. Rules ¬ − 𝑬 and ¬ − 𝑰. 
 

Inference Rules Line -# wff     Reason   Dependency 
¬ − Elimination 
(¬ − 𝐸). 

(𝑗) ¬𝐴  Ass or pre  𝑎 , … , 𝑎  

 ⋮    
 (𝑘) 𝐴  𝑏 , … , 𝑏 . 
 ⋮    
 (𝑖) 0 j,𝑘 , ¬ − 𝐸 𝑎 , … , 𝑎 , 𝑏 , … , 𝑏 . 
     
¬ − Introduction 
(¬ − 𝐼). 

(𝑗) 𝐴 Ass or pre 𝑎 , … , 𝑎  

 ⋮    
 (𝑘)  0   
 ⋮    
 (𝑖) ¬𝐴 𝑗, 𝑘 , ¬ − 𝐼 𝑎 , … , 𝑎 -disch-j 

 
7. Rules of Double-negation (𝑫𝑵) \ Double-negation (𝑫𝑵) -Introduction 
 

Table 2.7. Rules for  𝑫𝑵 and (𝑫𝑵) . 
 

Inference Rules Line -# wff Reason   Dependency 
𝐷𝑁 (𝑗) ¬¬𝐴   𝑎 , … , 𝑎  

 ⋮    
 (𝑘) 𝐴  j, 𝐷𝑁 𝑎 , … , 𝑎 . 
     
(𝐷𝑁) . (𝑗) 𝐴   𝑎 , … , 𝑎  
 ⋮    
 (𝑘) ¬¬𝐴  j,(𝐷𝑁) . 𝑎 , … , 𝑎  

 
8. Rule of Ex-FalseQuodlibetic (EFQ) (or Absurdity)  
 

Table 2.7. Rule for  EFQ. 
 

Inference Rules Line -# wff Reason   Dependency 
EFQ (𝑗) 𝑂  𝑎 , … , 𝑎  
 ⋮    
 (𝑘) 𝐴  j,EFQ 𝑎 , … , 𝑎 . 

 
We expand the category natural deduction be adding theorems 5.2.  and 5.4. which are deduced by second part in (CND). 
Thirdly, Theorem 5.2. [ Logical Implies] (TLI). 
Fourthly, Theorem 5.4. [Provably Equivalent] (TPE).  
Remark. Any assumption used in a proof must be discharged by the following method: 
 

 An Assumption A is made an antecedent of a conditional 𝐀 ⟶ 𝐁. 
 The assumption A leads to a contradiction 0, then ¬A is consider. 
 Assumption used as in the rule ∨ −𝐄. 
 The contradiction and validity wff denoted by 0 and 1 respectively. 

 
Observation about category natural deduction: There are two types of category natural deduction, namely,essential category natural 
deduction and nonessential category natural deduction according to the following definitions.  
 
Definition 2.1.  A category natural deduction rule is called essential if there is a valid proof such that category natural deduction rule cannot be 
proved its validity without using this proof. According to the pervious definition all Derivational Rules are essentials. 
 
Definition 2.2.  A category natural deduction rule is called nonessential (or immaterial) if there are no valid proofsthat require proof of its 
validity without use of that rule, more evidently, we can prove it by the category of natural deduction.  
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3.Classification Arguments (or proofs) in Natural Deduction for (𝑳𝑷𝑳𝑺): In this section, we introduce a third method to distinguish between 
valid \ invalid argument(or proof) upon the Category of natural deduction method for (𝐿𝑃𝐿𝑆). Recall that, in the truth-table of language of the 
propositional logic system, the argument is called valid if there is no valuation (or assignment) in the vertical line to determine the truth-value of 
"𝑇"  for its premises and the truth-value of "F" for its conclusion. One the other hand, in the truth- tree of language of the propositional logic 
systems, the argument is called valid if there is a set consisting of the premises and negate of conclusion such that this set is complete a closed 
tree. The next definition illustrates valid argument and meaning of proof in a new manner.  
 
Definition 3.1.  An argument form is a finite sequence of wffs 𝐴 , 𝐴 , 𝐴 , … , 𝐴  is called premises followed by a wff𝐵 called conclusion. This is 
written as follows:  

𝐴 , 𝐴 , 𝐴 , … , 𝐴 , ∴ 𝐵 
 
Definition 3.2. Let 𝑨𝟏, 𝑨𝟐, 𝑨𝟑, … , 𝑨𝒏, ∴ 𝑩  be an argument form, then it's called a valid, if there is a proof start by premises𝑨𝟏, 𝑨𝟐, 𝑨𝟑, … , 𝑨𝒏 and 
arrive to yields consequent  𝑩. otherwise is called invalid.  

 
Definition 3.3. A proof is a category   consist of data: … with corresponding notation   

 
1.  Objects:   𝚸 , 𝐂, 𝐃, 
2. Rules of deduction:  𝒓𝟏, 𝒓𝟐, … , 𝒓𝒏, belonged to category of rules- deduction,  
3.  Lines numbers:  𝒍𝟏, 𝒍𝟐, … , 𝒍𝒎,  described the length of a proof, 
4.  Reasoning procedures: 𝑝 , 𝑝 , … , 𝑝 ,   described 1 and 2 and 
5.  Dependency:   𝑑 , 𝑑 , … , 𝑑 , described justification when transform between lines,where the objects  𝚸 = {𝐴 : , 𝑖 = 1,2, … , 𝑛} the set of wffs 

(premises), 𝑪 = {𝐵: 𝐵, 𝑤ℎ𝑒𝑟𝑒 𝐵 𝑖𝑠 𝐰𝐟𝐟} set of a conclusion and𝐃 = {𝐴 , … , 𝐴 , 𝑝 , … , 𝑝 , 𝐵}   set of sequent start from premises and the 
differential formulas by derivation-rulesand satisfying the following conditions: 

a.  Every line contains wffbelong to𝐃 . 
b. Conclusion formula member of 𝑪 ,deduced lastly from all steeps of  𝐃,where  𝚸, 𝑪 ⊂ 𝑫. 
c.  If step (b) holds, we say that a proof is valid, and denoted by: 
𝐴 , … , 𝐴 , 𝑙 , … , 𝑙, , 𝑝 , … , 𝑝 , 𝑑 , … , 𝑑 ⊢ 𝐵.(this is called sequent) and 𝐵 is called a Theorem in (𝐿𝑃𝐿𝑆) if ⊢ 𝐵. the structure of D 

represent the proof. Note that the set 𝐴 , … , 𝐴 , 𝑙 , … , 𝑙, , 𝑝 , … , 𝑝 , 𝑑 , … , 𝑑  may be is an empty set, in this case 𝐵is a tautology wff as 
we will see later. We will use the symbol turnstile " ⊢" for proof, the definition of the word turnstile we quote from google translator is " a 
mechanical gate consisting of revolving horizontal arms fixed to a vertical post, allowing only one person at a time to pass through". 
 

To classify the arguments let us assume that the order of the premises set Ρ contains one wff (or an element). The next theorem illustrates how to 
deduce a wff, say 𝐴from different arguments. 
 
Theorem 3.4.Consider thesequent of sets of wffs as the premises: 

 
𝚸𝟏 = {¬¬𝑨}, 𝚸𝟐 = { 𝑨 ∧ 𝑨}, 𝚸𝟑 = {   𝑨 ∧ 𝟏}, 𝚸𝟒 = {  𝑨 ∧ (𝑨 ∨ 𝑩)}, 𝚸𝟓 = {(𝑨 ∧ 𝑩) ∨ (𝑨 ∧ 𝑪)},     
𝚸𝟔 = { 𝑨 ∨ 𝑨}, 𝚸𝟕 = { 𝑨 ∨ 𝟎}, 𝚸𝟖 = {𝑨 ∨ (𝑨 ∧ 𝑩)}, 𝚸𝟗 = { ¬𝑨 → 𝑨}, 𝚸𝟏𝟎 = {𝑩, ¬𝑩}, 𝚸𝟏𝟏 = {𝟎}  
Ρ = {𝐴 ∨ 𝐵, ¬𝐵}, Ρ = {𝐵, 𝐵 ⟷ 𝐴} and set of a conclusionC = {𝐴}, then: 
𝚸𝟏 ⊢ 𝐂, 𝚸𝟐 ⊢ 𝐂, 𝚸𝟑 ⊢ 𝐂, … , 𝚸𝟏𝟑 ⊢ 𝐂. 

 
Proof. With regarding to Ρ , Ρ , Ρ , Ρ , are justify by (CND-2) from 𝐷𝑁,∧ −𝐸, Hence  
Ρ ⊢ C, Ρ ⊢ C, Ρ ⊢ C and Ρ ⊢ C, the length of each proof is equal to 2. Also Ρ , Ρ ,Ρ  and Ρ  by theorem (TPE) part 5,7,12 and 19. Therefore 
Ρ ⊢ C, Ρ ⊢ C, Ρ ⊢ C and Ρ ⊢ C. With respect to Ρ  depend on ,∨ −𝐸,while Ρ deducing by , ¬ − 𝐸, ¬ − 𝐼 and 𝐷𝑁. So Ρ ⊢ C and Ρ ⊢ C are 
both have length of proof is equal to 6. Ρ  infer by , ¬ − 𝐼 and 𝐷𝑁 with length 4. So Ρ ⊢ C. obviously, 
Ρ  derive by , ⟷ −𝐸 , ,∧ −𝐸 and  , ⟶ −𝐸 with length of proof is equal to 4, thus Ρ ⊢ C . Finally, to illustrate the proof Ρ  as following: 
 

Line # wff Reason Dependency 
1. 𝐴 ∨ 𝐵 pre 1.wff-pre. 
2. ¬𝐵 pre 2.wff-pre. 
3. ¬𝐴 Ass         3.wff.ass. 
4.   𝐴 Ass 4.wff. ass. 
5. 0 3,4, ¬ − 𝐸 5.wff.der. 
6. 𝐵 Ass 6.wff.ass. 
7. 0 2,6, ¬ − 𝐸 7.wff.der. 
8. 0 1,4,5, ,6,7 ∨ −𝐸 Dis by ∨ −𝐸 
9. ¬¬𝐴 3,8, ¬ − 𝐼 Dis by ¬ − 𝐼 
10. 𝐴 9, 𝐷𝑁 10.wff.der. 

 
We note the length of the proof is equal to 10 and 𝚸𝟏𝟐 ⊢ 𝐂is to complete the proof . 

 
Remark.Observation thata wff𝑨 is subformula from all sets of premises or a wff𝑨 deduced that from any other wff, say𝑩  and its negation.  The 
next second theorem illustrates how to deduce a negation wff, say ¬𝑨 from different arguments. 

 
Theorem 3.5. Consider the sequent of sets of wffs as the premises: 
 
𝚸𝟏 = { 𝑨 ⟶ 𝑩, ¬𝑩}, 𝚸𝟐 = {𝑨 ⟶ 𝑩, 𝑨 ⟶ ¬𝑩}, 𝚸𝟑 = {𝑨 ⟶ 𝑩, 𝑩 ⟶ ¬𝑨}, 𝚸𝟒 = {𝑨 ⟶ (𝑩 ∧ ¬𝑩)}, 
Ρ = { 𝐴 ⟶ 𝐵, (𝐵 ∨ 𝐶) ⟶ 𝐷, 𝐷 ⟶ ¬𝐴}, Ρ = { (𝐴 ⟶ 0) ∨ (𝐵 ⟶ 0), 𝐵}, Ρ = {¬𝐵, 𝐵 ⟷ 𝐴} and set of a conclusionC = {¬𝐴}, then: Ρ ⊢
C, Ρ ⊢ C, Ρ ⊢ C, … , Ρ ⊢ C. 
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Proof 
 

Ρ ⊢ 𝐶.    
Line # wff Reason Dependency 
1.  𝐴 ⟶ 𝐵 pre 1.wff-pre. 
2. ¬𝐵 pre 2.wff-pre. 
3.  𝐴 Ass         3.wff.ass. 
4.   𝐵 1,3, ⟶ −𝐸 4.wff.der. 
5. 0 2,4, ¬ − 𝐸 5.wff.der. 
6. ¬𝐴 3,5, ¬ − 𝐼 Dis-ass. 
Ρ ⊢ 𝐶.    
1. 𝐴 ⟶ 𝐵 pre 1.wff-pre. 
2. 𝐴 ⟶ ¬𝐵 pre 2.wff-pre. 
3. 𝐴 Ass     3.wff.ass. 
4.   𝐵 1,3, ⟶ −𝐸 4.wff. der. 
5. ¬𝐵 2,3, ⟶ −𝐸 5.wff. der. 
6. 0 4,5, ¬ − 𝐸 6.wff. der. 
7. ¬𝐴 3,6, ¬ − 𝐼 Dis-ass. 
Ρ ⊢ 𝐶.    
1. 𝐴 ⟶ 𝐵 pre 1.wff-pre. 
2. 𝐵 ⟶ ¬𝐴 pre 2.wff-pre. 
3. 𝐴 Ass    3.wff.ass. 
4.   𝐵 1,3, ⟶ −𝐸 4.wff. der. 
5. ¬𝐴 2,4, ⟶ −𝐸. 5.wff. der. 
6. 0 3,5, ¬ − 𝐸. 6.wff. der. 
7. ¬𝐴 3,6, ¬ − 𝐼. Dis-ass. 
Ρ ⊢ 𝐶.    
1. 𝐴 ⟶ (𝐵 ∧ ¬𝐵) pre 1.wff-pre. 
2. 𝐴 Ass     2.wff.ass. 
3. 𝐵 ∧ ¬𝐵 1,2, ⟶ −𝐸. 3.wff. der. 
4.   𝐵 3 ,∧ −𝐸. 4.wff. der. 
5. ¬𝐵 3,∧ −𝐸. 5.wff. der. 
6. 0 4,5, ¬ − 𝐸. 6.wff. der. 
7. ¬𝐴 2,6, ¬ − 𝐼. Dis-ass. 
Ρ ⊢ 𝐶.    
1. 𝐴 ⟶ (𝐵 ∧ ¬𝐵) pre 1.wff-pre. 
2. (𝐵 ∨ 𝐶) ⟶ 𝐷 pre 2.wff-pre. 
3. 𝐷 ⟶ ¬𝐴 pre 3.wff-pre. 
4. 𝐴 Ass    4.wff.ass. 
5. (𝐵 ∧ ¬𝐵) 1,4, ⟶ −𝐸. 5.wff. der. 
6. 𝐵 5,∧ −𝐸. 6.wff. der. 
7. 𝐵 ∨ 𝐶 6,∨ −𝐼. 7.wff. der. 
8. 𝐷 2,7, ⟶ −𝐸. 8.wff. der. 
9. ¬𝐴 3,8, ⟶ −𝐸. 9.wff. der. 
10. 0 4,9, ¬ − 𝐸. 10.wff. der. 
11. ¬𝐴 4,10, ¬ − 𝐼. Dis-ass. 
Ρ ⊢ 𝐶.    
1. (𝐴 ⟶ 0) ∨ (𝐵 ⟶ 0) pre 1.wff-pre. 
2. 𝐵 pre 2.wff-pre. 
3. 𝐴 Ass   3.wff.ass. 
4.   𝐴 ⟶ 0 Ass       4.wff.ass. 
5. 0 3,4, ⟶ −𝐸.       5.wff.der. 
6. 𝐵 ⟶ 0 Ass       6.wff.ass. 
7. 0 2,6, ⟶ −𝐸. 7.wff.der. 
8. 0 1,4,5,6,7,∨ −𝐸. {1,4,5,6,7} − {1} 
9. ¬𝐴 3,8,∨ −𝐼. Dis-ass.3. 
Ρ ⊢ 𝐶    
1. ¬𝐵 pre 1.wff-pre. 
2. 𝐵 ⟷ 𝐴 pre 2.wff-pre. 
3. 𝐴 Ass       3.wff.ass. 
4. (𝐵 ⟶ 𝐴) ∧ (𝐴 ⟶ 𝐵) 2, ⟷ −𝐸. 4.wff.der. 
5.   𝐵 ⟶ 𝐴 3 ,∧ −𝐸. 5.wff.der. 
6. 𝐴 ⟶ 𝐵 3 ,∧ −𝐸. 6.wff.der. 
7. 𝐵 3,6 , ⟶ −𝐸. 7.wff.der. 
8. 0 1,7 , ¬ − 𝐸. 8.wff.der. 
9. ¬𝐴 3,8 , ¬ − 𝐼. Dis-ass.3. 

 
The proof is complete. 
 
4.Determines Types of wffs in (CNDM) for (𝑳𝑷𝑳𝑺): The (CNDM) for (𝐿𝑃𝐿𝑆)has no ability to decide on any concept that is defined by using 
the idea of probability, since the contingence wff defined on concept of its, so that (CNDM) for (𝐿𝑃𝐿𝑆)  is ignoring it, in contracts, the wff of 
tautology and contradiction not related to the probability concepts is allows to (CNDM) for (𝐿𝑃𝐿𝑆)  to decide about them.      
Definition 4.1.A wff 𝓕 is called valid (or tautology), denoted by   ⊢ 𝓕 ,if  there is no set 
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𝚸 = {𝑨𝒊: , 𝒊 = 𝟏, 𝟐, … , 𝒏}such that 𝚸 = {𝑨𝒊: , 𝒊 = 𝟏, 𝟐, … , 𝒏} ⊢ 𝓕 . In other words, awff 𝓕 is called valid (or tautology) iff∅ ⊢ 𝓕,and  𝓕 is called 
theorem in (𝑳𝑷𝑳𝑺) by (CNDM). 

 
Theorem 4.2.[ Law of Excluded Middle]: Prove that  𝓕 ≔ 𝑨 ∨ ¬𝑨 is a valid (or tautology). 

 
proof. by 2-(CNDM)we want to show that⊢ ℱ ≔ 𝐴 ∨ ¬𝐴 . 

 
Line # wff Reason Dependency 
1. ¬(𝐴 ∨ ¬𝐴)  Ass 1.wff-ass. 
2. 𝐴 Ass 2.wff-ass. 
3. 𝐴 ∨ ¬𝐴  2,∨ −𝐼 3.wff.der. 
4. 0   loop-dis-ass 1,3, ¬ − 𝐸 4.wff.der. 
5.  ¬𝐴 2,4, ¬ − 𝐼 {2,3,4}- {2}. 
6. 𝐴 ∨ ¬𝐴  5,∨ −𝐼         6.wff.der. 
7. 0 1,6, , ¬ − 𝐸 7.wff.der. 
8. ¬¬(𝐴 ∨ ¬𝐴)  1,7, ¬ − 𝐼 {1,2,3,4,5,6,7}-{1}. 
9. 𝐴 ∨ ¬𝐴  8, 𝐷𝑁 Discharge 4 

 
The length of proof is equal to 9.So this proof is more efficiently. Hence the wff𝓕 ≔ 𝑨 ∨ ¬𝑨 is a valid or tautology. Theorem 4. 3. Prove that  
𝓕 ≔ 𝑨 ⟶ 𝑨  is a valid. 
 
proof. by 2-(CNDM): 
 

Line # wff Reason Dependency 
1. 𝐴  Ass 1.wff-ass. 
2. ¬¬𝐴 1, (𝐷𝑁) . 2.wff-der. 
3. 𝐴  2, 𝐷𝑁         3.wff.der. 
4.   𝐴 ⟶ 𝐴  1,3, ⟶ −𝐼 {1,2,3}-{1}. 

 
Hence the ℱ ≔ 𝐴 ⟶ 𝐴 is a tautology. Note that the length of proof is equal to 4. 
 
Theorem 4.4.Prove that  𝓕 ≔ (¬𝑨 ⟶ 𝑨) ⟶ 𝑨 is a valid. 

 
proof. by 2-(CNDM): 
 

Line # wff Reason Dependency 
1. ¬ 𝐴 ⟶ 𝐴   Ass 1.wff-ass. 
2. ¬𝐴 Ass 2.wff-ass. 
3. 𝐴  1,2,∨ −𝐼         3.wff.der. 
4.   0 1,3, ¬ − 𝐸         4.wff.der. 
5. ¬ ¬𝐴 2,4, ¬ − 𝐼 {2,3,4}- {2}. 
6. 𝐴   5, 𝐷𝑁         6.wff.der. 
7. (¬ 𝐴 ⟶ 𝐴) ⟶ 𝐴 1,6, , ⟶ −𝐼 {1,2,3,4,5,6}-{1}. 

 
Therefore, the wff 𝓕 ≔ (¬𝑨 ⟶ 𝑨) ⟶ 𝑨 is a tautology and length of proof is 7. 

 
Definition 4.5. A wff 𝓕 is calledcontradiction (or called un-satisfiability), if 𝓕 ⊢ 𝟎 (𝒐𝒓 𝑨 ∧ ¬𝑨).  
In other word, awff 𝓕 is called contradiction iff∅ ⊢ ¬𝓕, that is the negate of  𝓕 is a tautology. 
Theorem 4.6.Prove that   𝓕 ≔ (𝑨 ⟷ ¬𝑨) is a contradiction. 

 
proof. by (CNDM) we desire to show that ℱ ≔ (𝐴 ⟷ ¬𝐴) ⊢ 0. 
 

Line # wff Reason Dependency 
1. (𝐴 ⟷ ¬𝐴) pre 1.wff-pre. 
2. 𝐴 ⟶ ¬𝐴 1, ⟷ −𝐸 2.wff-der. 
3. ¬𝐴 ⟶ 𝐴 1, ⟷ −𝐸 3.wff.der. 
4.   𝐴 Ass 4.wff.ass. 
5. ¬𝐴 2,4, ⟶ −𝐸 5. wff-der. 
6. 0 4,5, ¬ − 𝐸 6.wff.der. 
7. ¬𝐴 4,6, , ¬ − 𝐼 {4,5,6}-{4}. 
8. 𝐴 3,7, ⟶ −𝐸 7.wff.der. 
9. 𝐴 ∧ ¬𝐴 = 0 7,8,∧ −𝐼 8.wff.der. 

 
Hence the wff𝓕 ≔ (𝑨 ⟷ ¬𝑨) is a contradiction and the length of proof is equal to 9. 

 
Theorem 4.7.  Prove that   𝓕 ≔ (𝑨 ∨ ¬𝑨) ⟶ (𝑩 ∧ ¬𝑩) is a contradiction. 

 
proof. by (CNDM) we need to show that 𝓕 ≔ (𝑨 ∨ ¬𝑨) ⟶ (𝑩 ∧ ¬𝑩) ⊢ 𝟎  is a contradiction. 
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Line # wff Reason Dependency 
1. (𝐴 ∨ ¬𝐴) ⟶ (𝐵 ∧ ¬𝐵) pre 1.wff-pre. 
2. 𝐴  Ass 2.wff-ass. 
3. 𝐴 ∨ ¬𝐴 2,∨ −𝐼         3.wff.der. 
4.   (𝐵 ∧ ¬𝐵) 1,3, ⟶ −𝐸 4.wff.der. 
5.  𝐵  4,∧ −𝐸 5. wff-der. 
6. ¬𝐵  4 , ¬ − 𝐸         6.wff.der. 
7. 0 5,6, ¬ − 𝐸 7.wff.der. 
8. ¬𝐴 5,7, ¬ − 𝐼 {2,3,4,5,6,7}-{2}. 
9. 𝐴 ∨ ¬𝐴  8,∨ −𝐼 9.wff.der. 
10. 𝐵 ∧ ¬𝐵 1,9, ⟶ −𝐸 10.wff.der. 
11. 𝐵 10,∧ −𝐸 11.wff.der. 
12. ¬𝐵 10,∧ −𝐸 11.wff.der. 
13. 0 11,12, ¬ − 𝐸 11.wff.der. 

 
Since we get in last line a contradiction, therefore ℱ ≔ (𝐴 ∨ ¬𝐴) ⟶ (𝐵 ∧ ¬𝐵) is a contradiction. 
 
and consequently, 𝓕 ≔ (𝑨 ∨ ¬𝑨) ⟶ (𝑩 ∧ ¬𝑩) ⊢ 𝟎 ,with length proof is equal to 13. 
Theorem 4.8. Prove that   𝓕 ≔ (𝑨 ⟶ 𝑩) ∧ (𝑨 ∧ ¬𝑩) is a contradiction. 
proof. by (CNDM) we need to show that 𝓕 ≔ (𝑨 ⟶ 𝑩) ∧ (𝑨 ∧ ¬𝑩) ⊢ 𝟎  is a contradiction. 

 
Line # wff Reason Dependency 
1. (𝐴 ⟶ 𝐵) ∧ (𝐴 ∧ ¬𝐵) pre 1.wff-pre. 
2. (𝐴 ⟶ 𝐵) 4,∧ −𝐸 2.wff-der. 
3. (𝐴 ∧ ¬𝐵) 4,∧ −𝐸         3.wff.der. 
4.   𝐴 3,∧ −𝐸 4.wff.der. 
5. ¬𝐵 3,∧ −𝐸 5. wff-der. 
6. 𝐵  2 ,4, ⟶ −𝐸         6.wff.der. 
7. 0 5,6, ¬ − 𝐸 7.wff.der. 

 
So, we get in last line a contradiction, therefore ℱ ≔ (𝐴 ⟶ 𝐵) ∧ (𝐴 ∧ ¬𝐵) is a contradiction and the length of proof is equal to 7. 
5. Determines Relations between Propositions in (CNDM) for (𝐿𝑃𝐿𝑆) 
 
Definition 5.1.  Let  𝐴  and  𝐵  be two wffs, then 𝐴  is said to be logically implies to 𝐵 in the (CNDM) for (𝐿𝑃𝐿𝑆),  if 𝐴 ⊢ 𝐵. 
 
Theorem 5.2. [ TLI]: Let𝑨, 𝑩, 𝑪 and 𝑫 be four wffs, 0 is a contradiction wff and 1 is a tautology wff, then: 

 
1. 0 ⊢ 𝐴 ⊢ 1. 10.(𝐴 → 𝐵) ∧ (𝐵 → 𝐶) ⊢ 𝐴 → 𝐶. 
2. 𝐴 ⊢ 𝐴 ∨ 𝐴. 11.(𝐴 → 𝐵) ⊢ (𝐴 ∨ 𝐶) → (𝐵 ∨ 𝐶).  
3. 𝐴 ∧ 𝐴 ⊢ 𝐴. 12. (𝐴 → 𝐵) ⊢ (𝐴 ∧ 𝐶) → (𝐵 ∧ 𝐶). 
4. 𝐴 ⊢ 0 ⊢ ¬𝐴. 13.(𝐴 → 𝐵) ⊢ (𝐵 → 𝐶) → (𝐴 → 𝐶). 
5. 𝐴 ∧ (𝐴 → 𝐵) ⊢ 𝐵. 14.(𝐴 → 𝐵) ⊢ (𝐵 → 𝐶) → (𝐴 → 𝐶). 
6. (𝐴 → 𝐵) ∧ ¬𝐴 ⊢ ¬𝐴. 15.(𝐴 → 𝐵) ∧ (𝐶 → 𝐷) ⊢ (𝐴 ∧ 𝐶) → (𝐵 ∧ 𝐷). 
7. (𝐴 ∨ 𝐵) ∧ ¬𝐴 ⊢ 𝐵. 16.(𝐴 → 𝐵) ∧ (𝐶 → 𝐷) ⊢ (¬𝐵 ∨ ¬𝐷) → (¬𝐴 ∨ ¬ 𝐶). 
8. (𝐴 ⊢ 𝐵) → (𝐴 ∧ 𝐵). 17.(𝐴 → 𝐵) ∧ (𝐶 → 𝐷) ⊢ (¬𝐵 ∧ ¬𝐷) → (¬𝐴 ∧ ¬ 𝐶). 
9. (𝐴 ↔ 𝐵) ∧ (𝐵 ↔ 𝐶) ⊢ 𝐴 ↔ 𝐶. 18. 𝐴 ⟷ ¬𝐵 ⊢ ¬(𝐴 ⟷ 𝐵). 

 

Remark. We get in particular:𝐴 ⊢ 𝐵 iff  𝐴 ⟹ 𝐵.We select 10,17 and 18as sample proof. 
 

proof. (10): by (CNDM) we need to show that (𝑨 → 𝑩) ∧ (𝑩 → 𝑪) ⊢ 𝑨 → 𝑪. (transitive relation of logical implies). 
 

Line # wff Reason Dependency 
1. (𝐴 ⟶ 𝐵) ∧ (𝐵 → 𝐶) pre 1.wff-pre. 
2. (𝐴 ⟶ 𝐵) 1,∧ −𝐸 2.wff-der. 
3. (𝐵 → 𝐶) 1,∧ −𝐸         3.wff.der. 
4.   𝐴 Ass 4.wff.ass. 
5.  𝐵 2,4 ⟶ −𝐸 5. wff-der. 
6. 𝐶  3 ,5, ⟶ −𝐸         6.wff.der. 
7. 𝐴 → 𝐶 4,6, ⟶ −𝐼 {4,5,6}-{4}. 

 
The length of proof is equal to 7. 
 

proof. (14): 
 

Line # wff Reason Dependency 
1. 𝐴 ⟶ 𝐵 pre 1.wff-pre. 
2. 𝐵 ⟶ 𝐶 Ass 2.wff.ass. 
3. 𝐴 Ass 3.wff.ass. 
4.    𝐵 1,3 ⟶ −𝐸 4.wff.der. 
5. 𝐶 2,4 ⟶ −𝐸 5. wff-der. 
6. 𝐵 → 𝐶  4 ,5, ⟶ −𝐼 6. wff-der. 
7. 𝐴 → 𝐶 3,5, ⟶ −𝐼 7.dis.ass.3. 
8. (𝐵 → 𝐶) → (𝐴 → 𝐶) 4,5, ⟶ −𝐼 8.dis.ass.3. 
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proof. (17):by (CNDM) we want to show that:(𝑨 → 𝑩) ∧ (𝑪 → 𝑫) ⊢ (¬𝑩 ∧ ¬𝑫) → (¬𝑨 ∧ ¬ 𝑪). 

 
Line # wff Reason Dependency 
1. (𝐴 ⟶ 𝐵) ∧ (𝐶 → 𝐷) pre 1.wff-pre. 
2. (¬𝐵 ∧ ¬𝐷) Ass 2.wff-ass. 
3. (𝐴 ⟶ 𝐵) 1,∧ −𝐸 3.wff.der. 
4.   (𝐶 → 𝐷) 1,∧ −𝐸 4.wff.der. 
5. 𝐴 Ass 5.wff-ass. 
6.  𝐵 3,5 ⟶ −𝐸 6. wff-der. 
7. ¬𝐵 2,∧ −𝐸 7.wff.der. 
8. 0 6,7¬ − 𝐸 8.wff.der. 
9.  ¬𝐴   5,8¬ − 𝐼 {5,6,7,8}- {5}. 
10. 𝐶 Ass 10.wff.ass. 
11. 𝐷 4,10, ⟶ −𝐸 11.wff.der. 
12. ¬𝐷 2,∧ −𝐸 12.wff.der. 
13. 0 11,12¬ − 𝐸 13.wff.der. 
14. ¬𝐶 10,13¬ − 𝐼 {10,11,12,13}- {10}. 
15. (¬𝐴 ∧ ¬𝐶) 9,14,∧ −𝐼 15.wff.der. 
16. (¬𝐵 ∧ ¬𝐷) ⟶ (¬𝐴 ∧ ¬𝐶)  𝟐, 𝟏𝟓 ⟶ −𝑰 {2, 3,…,15}- {2}. 

                                                     Note that the length of proof is equal to 16. 
 
proof. (18): by (CNDM) we want to show that:𝑨 ⟷ ¬𝑩 ⊢ ¬(𝑨 ⟷ 𝑩) 

 
Line # wff Reason Dependency 
1. 𝐴 ⟷ ¬𝐵 pre 1.wff-pre. 
 ¬¬(𝐴 ⟷ 𝐵) Ass 2.wff-ass. 
3. (𝐴 ⟷ 𝐵) 2, 𝐷𝑁       3.wff.der. 
4.   (A⟶ 𝐵) ∧ (𝐵 ⟶ 𝐴) 3, ⟷ −𝐸 4.wff.der. 
5. A⟶ 𝐵 4,∧ −𝐸 5.wff-der. 
6. 𝐵 ⟶ 𝐴 4,∧ −𝐸 6. wff-der. 
7. (A⟶ ¬𝐵) ∧ (¬𝐵 ⟶ 𝐴) 1, ⟷ −𝐸     7.wff.der. 
8. ¬𝐵 ⟶ 𝐴 7,∧ −𝐸 8.wff.der. 
9. A⟶ ¬𝐵 7,∧ −𝐸 9.wff.der. 
10.  𝐴 Ass 10.wff.ass. 
11. 𝐵 5,10, ⟶ −𝐸 11.wff.der. 
12. ¬𝐵 9,10, ⟶ −𝐸 12.wff.der. 
13. 0 11,12¬ − 𝐸 13.wff.der. 
14. ¬𝐴 11,12¬ − 𝐼 {10,11,12,13}- {10}. 
15. 𝐵 Ass 15.wff.ass. 
16. 𝐴 𝟔, 𝟏𝟓 ⟶ −𝑬 16.wff.der. 
17. 0 𝟏𝟒, 𝟏𝟔¬ − 𝑬          17.wff.der. 
18. ¬𝐵 𝟏𝟓, 𝟏𝟕¬ − 𝑰 {15,16,17}- {15}. 
19. 𝐴 𝟖, 𝟏𝟖, ⟶ −𝑬           19.wff.der. 
20. 0 𝟏𝟒, 𝟏𝟗¬ − 𝑬           20.wff.der. 
21.  ¬(𝐴 ⟷ 𝐵) 𝟐, 𝟐𝟎¬ − 𝑰 {2,3, 4,…,20}- {2}. 

 
Observation that the length of proof is equal to 21. 

 
Definition 5.3.  Let  𝐴  and  𝐵 be two wffs, we say that 𝐴 is a provably equivalent to𝐵,if  in (CNDM) for (𝐿𝑃𝐿𝑆),  if 𝐴 ⊢ 𝐵 𝐵 ⊢ 𝐴 and denoted 
by  𝐴 ⊣⊢ 𝐵. 
 
Theorem 5.4. [Provably Equivalent] (TPE):  Let 𝑨, 𝑩and 𝑪 be wffs, then:  

 
Provably equivalent Name of provably equivalent 

1. 𝐴 ∗ 𝐵 ⊣⊢ 𝐵 ∗ 𝐴;  ∗=∧,∨ or ⟷ "Commutative- laws". 
2. 𝐴 ∗ (𝐵 ∗ 𝐶) ⊣⊢ (𝐴 ∗ 𝐵) ∗ 𝐶; ∗=∧,∨ or ⟷ "Associative- laws ". 
3. 𝐴 ∨ (𝐵 ∧ 𝐶) ⊣⊢ (𝐴 ∨ 𝐵) ∧ (𝐴 ∨ 𝐶) and  
4. 𝐴 ∧ (𝐵 ∨ 𝐶) ⊣⊢ (𝐴 ∧ 𝐵) ∨ (𝐴 ∧ 𝐶). 

" Distributive- laws ". 

5. 𝐴 ∨ 𝐴 ⊣⊢ 𝐴  and  𝐴 ∧ 𝐴 ⊣⊢ 𝐴. "Idempotent- laws ".  
6. ¬¬𝐴 ⊣⊢  𝐴.  "Double negation". 
7. (𝐴 ∨ 0) ⊣⊢  𝐴  and (𝐴 ∧ 1) ⊣⊢  𝐴  
8. 𝐴 → 𝐵 ⊣⊢ ¬𝐵 → 𝐴 
9. 𝐴 → ¬𝐵 ⊣⊢ 𝐵 → ¬𝐴 

"contraposition-laws".   

10. 𝐴 → 𝐵 ⊣⊢ ¬𝐵 → ¬𝐴  
11. 𝐴 → (𝐵 → 𝐶) ⊣⊢ (𝐴 ∧ 𝐵) → 𝐶 "Exporation.law".  
12. 𝐴 ∧ (𝐴 ∨ 𝐵) ⊣⊢ 𝐴 and 𝐴 ∨ (𝐴 ∧ 𝐵) ⊣⊢ 𝐴 " Absorption-law ". 
13. ¬(𝐴 ∨ 𝐵) ⊣⊢ ¬𝐴 ∧ ¬𝐵 
14. ¬(𝐴 ∧ 𝐵) ⊣⊢ ¬𝐴 ∨ ¬𝐵. 
15. (𝐴 ∨ 𝐵) ⊣⊢ ¬ (¬𝐴 ∧ ¬𝐵). 
16. (𝐴 ∧ 𝐵) ⊣⊢ ¬ (¬𝐴 ∨ ¬𝐵). 
17. 𝐴 ∨ ¬ B ⊣⊢ ¬ (¬𝐴 ∧ 𝐵) 
18. 𝐴 ∧ ¬ B ⊣⊢ ¬ (¬𝐴 ∨ 𝐵) 

 
"Demorgan's-laws". 

19. 𝐴 ⟶ 𝐵 ⊣⊢ ¬𝐴 ∨ 𝐵.  
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20. 𝐴 ⟶ 𝐵 ⊣⊢ ¬(𝐴 ∧ ¬𝐵). 
21. (𝐴 ∨ 𝐵) ⊣⊢( 𝐴 → 𝐵) ⟶ 𝐵. 
22. (𝐴 ∨ 𝐵) ⊣⊢ ¬𝐴 → 𝐵. 

"Relations between logical connectives". 
 

23. 𝐴 ⟷ 𝐵 ⊣⊢ (𝐴 ∧ 𝐵) ∨ (¬𝐴 ∧ ¬𝐵)  
 
Observation each wff of theorem provably equivalent deduced y first and second of category natural deduction for (𝐿𝑃𝐿𝑆).In addition, we get in 
particular: 𝐴 ⊣⊢ 𝐵 iff𝐴 ⟺ 𝐵. 
 
Proof. (2) when ∗=∨. First direction: 𝑨 ∨ (𝑩 ∨ 𝑪)  ⊢ (𝑨 ∨ 𝑩) ∨ 𝑪. 
 

Line # wff Reason Dependency 
1. 𝐴 ∨ (𝐵 ∨ 𝐶) pre 1.wff-pre. 
2. 𝐴 Ass 2.wff-ass. 
3. (𝐴 ∨ 𝐵) 2,∨ −𝐼          3.wff.der. 
4.   (𝐴 ∨ 𝐵) ∨ 𝐶 3,∨ −𝐼 4.wff.der. 
5. (𝐵 ∨ 𝐶) Ass 5.wff-ass. 
6. 𝐵  Ass  6. wff-ass. 
7. (𝐴 ∨ 𝐵) 6,∨ −𝐼          7.wff.der. 
8. (𝐴 ∨ 𝐵) ∨ 𝐶 7,∨ −𝐼 8.wff.der. 
9. 𝐶 Ass 9.wff.ass. 
10. (𝐴 ∨ 𝐵) ∨ 𝐶 9,∨ −𝐼 10.wff.der. 
11. (𝐴 ∨ 𝐵) ∨ 𝐶 5,6, ,8,9,10, ,∨ −𝐸 Dis by,∨ −𝐸 
12. (𝐴 ∨ 𝐵) ∨ 𝐶 1,2,4,5,11,∨ −𝐸 Dis by,∨ −𝐸 

 
By similar way, we get: (𝑨 ∨ 𝑩) ∨ 𝑪 ⊢ 𝑨 ∨ (𝑩 ∨ 𝑪).Hence, 𝑨 ∨ (𝑩 ∨ 𝑪) ⊣⊢ (𝑨 ∨ 𝑩) ∨ 𝑪 . 
 
Proof. (4). First direction 𝐴 ∧ (𝐵 ∨ 𝐶)  ⊢ (𝐴 ∧ 𝐵) ∨ (𝐴 ∧ 𝐶). 
 

Line # wff Reason Dependency 
1. 𝐴 ∧ (𝐵 ∨ 𝐶) pre 1.wff-pre. 
2. 𝐴 1,∧ −𝐸 2.wff-der. 
3. (𝐵 ∨ 𝐶) 1,∧ −𝐸       3.wff.der. 
4.   𝐵               Ass 4.wff.ass. 
5. (𝐴 ∧ 𝐵) 2,4,∧ −𝐼 5.wff-der. 
6. (𝐴 ∧ 𝐵) ∨ (𝐴 ∧ 𝐶) 5,∨ −𝐼 6. wff-der. 
7. 𝐶 Ass      7.wff.ass. 
8. (𝐴 ∧ 𝐶) 2,7,∧ −𝐼 8.wff.der. 
9. (𝐴 ∧ 𝐵) ∨ (𝐴 ∧ 𝐶) 8,∨ −𝐼 9.wff.der. 
10. (𝐴 ∧ 𝐵) ∨ (𝐴 ∧ 𝐶) 3,4,6,7,9,∨ −𝐼 Dis by ,∨ −𝐸. 

 

Conversely, to show that: (𝑨 ∧ 𝑩) ∨ (𝑨 ∧ 𝑪) ⊢ 𝑨 ∧ (𝑩 ∨ 𝑪). 
 

Line # wff Reason Dependency 
1. (𝐴 ∧ 𝐵) ∨ (𝐴 ∧ 𝐶) pre 1.wff-pre. 
2. (𝐴 ∧ 𝐵) Ass 2.wff-ass. 
3. 𝐴 1,∧ −𝐸       3.wff.der. 
4.   𝐵 1,∧ −𝐸 4.wff.der. 
5. (𝐵 ∨ 𝐶) 4,∨ −𝐼 5.wff-der. 
6. 𝐴 ∧ (𝐵 ∨ 𝐶) 3,5 ∧ −𝐼 6. wff-der. 
7. (𝐴 ∧ 𝐶) Ass      7.wff.ass. 
8. 𝐴  7,∧ −𝐸 8.wff.der. 
9. 𝐶 7,∧ −𝐸 9.wff.der. 
10. (𝐵 ∨ 𝐶) 9,∨ −𝐼 10.wff.der. 
11. 𝐴 ∧ (𝐵 ∨ 𝐶) 8,10 ∧ −𝐼 10.wff.der. 
12. 𝐴 ∧ (𝐵 ∨ 𝐶)  Dis by ,∨ −𝐸. 

 

This complete the proof . 
 
Definition 5.5.  Let  𝐴  and  𝐵 be two wffs, we say that 𝐴 is a logical contradiction to 𝐵,if  𝐴 ⊢ ¬𝐵  and  𝐵 ⊢ ¬𝐴. 
 
Theorem 5.6.𝑨 is a logical contradiction to ¬𝑨. 
 
proof. To show that:𝐴 ⊢ ¬𝐴and¬𝐴 ⊢ 𝐴. 
 

Line # wff Reason Dependency 
1. 𝐴 pre 1.wff-pre. 
2. ¬¬𝐴 1, (𝐷𝑁) . 2.wff-der. 
Another direction,    
1.   ¬𝐴 pre 1.wff-pre. 
2. 𝐴 Ass 2.wff-ass. 
3. 0 1,2¬ − 𝐸 3. wff-der. 
4. ¬¬𝐴 2,3¬ − 𝐼 4.dis.ass.2 
5. 𝐴 4, 𝐷𝑁      5. wff-der. 
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6. Concepts of Consistency and Inconsistency in (CNDM) for (𝑳𝑷𝑳𝑺) 
 
Definition 6.1. Let  𝚿 = {𝑨𝒊: 𝒊 = 𝟏, 𝟐, 𝟑, . . , 𝒏} be a finite set of sequences of wffs in (CNDM) for (𝑳𝑷𝑳𝑺), 𝚿 is called inconsistent if there is a 
proof such that: 𝚿 = {𝑨𝒊: 𝒊 = 𝟏, 𝟐, 𝟑, . . , 𝒏} ⊢ 𝟎, In other word, if there is a wff𝓕 such that both  𝓕 and ¬𝓕 are derivable from the set 
of𝚿,otherwise is called consistence set. 

 
Theorem 6.2. Prove that the set of wffs𝚿 = {𝑨 ⟷ 𝑩, 𝑩 ⟶ ¬𝑨, 𝑨}is inconsistent set. 

 
proof.  
 

Line # wff Reason Dependency 
1. 𝐴 ⟷ 𝐵 pre 1.wff-pre. 
2. 𝐵 ⟶ ¬𝐴 pre 2.wff-pre. 
3. 𝐴 pre  3.wff-pre. 
4.   (𝐴 ⟶ 𝐵) ∧ (𝐵 ⟶ 𝐴) 1, ⟷ −𝐸 4.wff.der. 
5. (𝐴 ⟶ 𝐵) 4,∧ −𝐸 5.wff-der. 
6. 𝐵 3,5 ⟶ −𝐸 6. wff-der. 
7. ¬𝐴 3,7 ⟶ −𝐸  7.wff.ass. 
8. 0  7, ¬ − 𝐸 8.wff.der. 

 
Since Ψ = {𝐴 ⟷ 𝐵, 𝐵 ⟶ ¬𝐴, 𝐴} ⊢ 0,then Ψis inconsistent set. 
 
Theorem 6.3. Prove that the set of wffs   𝚿 = {𝑨 ⟶ (𝑩 ∧ ¬𝑩), 𝑨}inconsistent set. 

 
proof.  
 

Line # wff Reason Dependency 
1. 𝐴 ⟶ (𝐵 ∧ ¬𝐵) pre 1.wff-pre. 
2. 𝐴 pre 2.wff-pre. 
3. 𝐵 ∧ ¬𝐵 1,2 ⟶ −𝐸        3.wff-pre. 
4.   𝐵 4,∧ −𝐸 4.wff.der. 
5. ¬𝐵 4,∧ −𝐸 5.wff-der. 
6. 0  4,5¬ − 𝐸 6. wff-der. 

 
Hence 𝚿 = {𝑨 ⟶ (𝑩 ∧ ¬𝑩), 𝑨} ⊢ 𝟎, therefore wffs   𝚿 = {𝑨 ⟶ (𝑩 ∧ ¬𝑩), 𝑨} is inconsistent set. 

 
Definition 6.4. Let  𝚿 = {𝑨𝒊: 𝒊 = 𝟏, 𝟐, 𝟑, . . , 𝒏} be a finite set of sequences of wffsin (CNDM) for (𝑳𝑷𝑳𝑺), 𝚿 is called consistent,𝚿 is called if 
there is no a wff𝑨 such that both  𝑨 and ¬𝑨 are derivable from the set of  𝚿 . I.e. 𝚿 ⊬ 𝑨.and 𝚿 ⊬ ¬𝑨 , by different expression,𝚿 is not 
inconsistent.  

 
Remark 
 
1. 𝐴 : 𝑖 = 1,2,3, . . , 𝑛 ⊢ 𝐴 ⟶ 𝐵 iff  𝐴 : 𝑖 = 1,2,3, . . , 𝑛, 𝐴 ⊢ 𝐵. 
2.𝑨𝒊: 𝒊 = 𝟏, 𝟐, 𝟑, . . , 𝒏 ⊢ 𝑩iff𝑨𝒊: 𝒊 = 𝟏, 𝟐, 𝟑, . . , 𝒏, ¬𝑩 ⊢ 𝟎. 
3.𝐴 : 𝑖 = 1,2,3, . . , 𝑛 ⊢ 𝐵iff ⊢ ⋀ 𝐴 ⟶ 𝐵. 
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