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 ARTICLE INFO    ABSTRACT 
 

 

Brain diseases are neurodegenerative diseases that cause nerves and brains to degenerate over time. The 
term "neurodegenerative" refers to the loss of brain cells in areas of the brain where dopamine is 
normally produced. It causes confusion, alters personality, and then destroys brain nerves and tissues. 
Magnetic Resonance Imaging (MRI) is a popular radiology technique for diagnosing brain diseases. 
The goal of this review is to present the main research methods of machine learning-based classification 
for brain diseases, as well as to provide relevant learning and reference for interested researchers. 
Meanwhile, it summarises the major flaws in existing methods and provides better direction for future 
research. The taxonomy of existing brain disease detection methods is also presented, as are the 
problems that have arisen as a result of the existing methods. The identification methods of machine 
learning that minimize the difficulty for humans can be used to understand the automatic classification 
and detection of brain diseases. This review lays the groundwork for effective clinical diagnosis, 
treatment planning, and precise quantitative evaluation of brain disease detection. 
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INTRODUCTION 
 
Brain diseases, also known as neurodegenerative diseases, are 
clinical manifestations of memory degradation and impairment 
in cognitive functions, which effectively endangers one's 
safety and quality of life (1). The term "neurodegenerative" 
refers to the loss of brain cells in areas of the brain that 
normally produce dopamine. Whereas, in affected brain 60% 
to 80% of cells that produce dopamine will be lost and brain 
cannot produce required amount of dopamine and results in 
brain diseases such as brain tumor, brain stroke, Parkinson’s 
disease, Alzheimer disease, etc (2). Individuals will notice 
problems speaking, memory loss, and basic cognitive skills 20 
years before the onset of diseases due to structural variations 
in the brain. The symptoms are caused by neuron damage in 
various areas of the brain that are responsible for thinking, 
cognitive function, memory, and learning (3).  
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Brain diseases are becoming more common around the world, 
and the symptoms that appear two years later tend to be 
lifelong persistent (4). A timely diagnosis can help to alleviate 
symptoms and provide significant functionality. As a result, 
developing an accurate and timely diagnosis system for brain 
diseases is essential However, brain disease diagnosis is 
difficult due to its highly heterogeneous symptoms and 
complex nature (5). The MRI is the most commonly used 
imaging technique for the brain in clinical practice, allowing 
doctors to determine the medical condition of the brain and 
identify the presence of specific diseases (6). The structural 
MRI provides non-invasive solutions for detecting abnormal 
changes in the brain and aids in the identification of brain 
disease imaging bio-makers for medical applications (7). The 
purpose of medical image analysis is to visualise and extract 
details from medical images, which is accomplished through 
image segmentation, matching, and classification analysis 
segmentation, matching and classification. Existing methods 
relied on either problem-specific or manual feature extraction 
or target-oriented feature extraction, resulting in larger and 
more complex medical image analyses (8).  
 
Machine learning techniques have piqued the interest of 
researchers in investigating brain abnormalities in specific 
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regions of patients (9).  The classification of diseases in 
machine learning is a method of categorising a specific set of 
data into classes. The classification can be applied
structured and unstructured data. The classification process 
begins with predicting the classes of specific data points. 
Labels, categories, and targets are the common names for these 
classes. Existing methods classify images as healthy or 
unhealthy, but methods that classify brain images into multiple 
stages are uncommon (10). As a result, an effective brain 
disease classification approach that categorises brain images 
into multiple categories is required. 
 
TAXONOMY PROCEDURE: In this research stu
are four major steps involved namely collection of data, pre
processing, segmentation, feature extraction and finally, 
classification. The general block diagram for this research 
study is shown in Figure 1. 
 

 
 

Figure 1. The general block diagram of brain disease 
classification method 

 
Preprocessing: After collecting the datasets, the next step was 
preprocessing where the collected images were modified to 
enhance the image quality.  
The preprocessing techniques such as noise reduction, brain 
extraction, bias field correction, image registration are used. 
The noise reduction is the process of decreasing the local 
variant region noise that is noticed in the MRI. The scripting 
of skull to extract the tissue of brain from the other tissue is 
carried out to determine the voxels as non-brain or brain. The 
contrast of brain MRI images is fine-tuned by using the field 
correction. The image registration can be used to transform the 
alignments of image from spatial into anatomical space. 
 
Segmentation: After preprocessing the datasets, the process of 
segmentation was undergone. The objective of image 
segmentation is to divide the images into well
The segmentation techniques such as Principle Component 
Analysis (PCA), K-Means, Fuzzy C-Means ca
PCA is used to carry out an linear orthogonal transformation 
of multiple sets of data that includes variables correlated with 
an larger dimensions and other which includes new variables 
which are not correlated with smaller dimensions. 
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segmentation was undergone. The objective of image 
segmentation is to divide the images into well-defined regions. 
The segmentation techniques such as Principle Component 

Means can be used. The 
PCA is used to carry out an linear orthogonal transformation 
of multiple sets of data that includes variables correlated with 
an larger dimensions and other which includes new variables 
which are not correlated with smaller dimensions.  

The K-Means is the deterministic approach on the basis of 
unsupervised learning that makes data to divide into group of k 
clusters. The Fuzzy C-Means is also deterministic approach on 
the basis of unsupervised learning that represents an advanced 
version of K-Means. The Fuzzy C
subsets of fuzzy that give rise to the concept of adhesion by 
using membership function. 
 
Feature Extraction: After segmenting the images, the process 
of feature extraction takes place. The feature extraction is the
methods that combines or selects the variable into features that 
effectively reduce the amount of data need to be processed. 
The feature extraction techniques such as Grey Level Co
occurrence Matrix (GLCM), Scale Invariant Feature 
Transforms (SIFT), Wavelet transform can be used. The 
GLCM is the technique for extracting the second order 
statistical features of texture and it is the matric where number 
of columns and rows are equal to number of gray levels. The 
SIFT is the technique used to detect the featu
the local features in the brain images. In SIFT, the key points 
are extracted first from the group of images and stores in the 
database. The wavelet transform is an image processing 
technique used for features detection and classification
the wavelets will be applied to analyze the images.
 
Classification: After extracting the features from the brain 
images, the classification brain disease takes place. The 
classification technique such as Support Vector Machine 
(SVM), Random Forest (RF), Naïve bayes, Decision Tree 
(DT), K-Nearest Neighbour (KNN) can be used
brain diseases. The SVM is a supervised machine learning 
classifier that is used for classification of brain diseases from 
the images and it performs binary and multiple classifications 
of datasets.  
 
The RF is a supervised learning algori
and regression. RF creates the decision trees on the selected 
random data and predicts the best solutions. The DT is the 
classification model that forms a structure of tree which breaks 
the data into smaller subsets. The KNN is the c
technique where it utilizes the similarity of features to identify 
the values of new data points. The classifiers algorithm 
classifies the brain disease images such as brain tumor, brain 
stroke, parkinson’s disease, Alzheimer disease, etc, in
normal or abnormal brain images.

 
LITERATURE REVIEW 
 
The existing techniques of brain disease detection and 
classification is reviewed in this section. The advantages and 
limitation of existing techniques is also described in the 
following:  
 
Salama A. Mostafa et.al.(11) developed a multiple feature 
evaluation approach to enhance the diagnosis performance of 
Parkinson’s disease. The developed approach includes 5 
agents, every agent evaluates and ranks the features then 
produced the subsets of feature vectors. The features were 
weighted and ordered the subsets of features on the basis of 
individual evaluation result. Then, features were filtered and 
produced the number of preliminary copies of optimized 
feature. In developed method, the classifie
the highest diagnosis accuracy by utilizing filtered datasets. 
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However, the developed method excluded the runtime from 
the process of evaluation.  
 
Yongzhao Xu et.al.(12) developed an deep learning based 
improved method for analyzing the brain CT scan of 
hemorrhagic stroke patient. The enhanced deep learning 
method classifies the CT images of the skull by utilizing deep 
learning networks, classified CT images into uninjured stroke 
or hemorrhagic stroke. After the image classification, mask 
Region based Convolutional Neural Networks (RCNN) which 
segments the stroke by a learning transfer method and also by 
using machine learning methods. The advantage of the 
developed method was it efficiently classified and segmented 
the hemorrhagic stroke images. However, preprocessing step 
need to be included for accurate classification of images.   
 
Jiahui Zhang et.al.(13) developed Surface Based 
Morphometric (SBM) method to detect the Parkinson’s disease 
in patients having mild cognitive impairments. The 93 patients 
with Parkinson’s disease data was collected and 276 medical 
image factors from MRI were analyzed and compared by SBM 
to construct the model. Then, support vector machine with grid 
identification method was used to find the Parkinson’s disease. 
The support vector machine with SBM features reached a 
higher accuracy for identification. However, the multimodal 
features were not included for the analysis in the developed 
method.  
 
Zehra Karapinar Senturk et.al.(14) developed machine 
learning based method for the early detection and diagnosis of 
parkinson’s disease. The feature selection based decision 
support model was established by using  features of voice 
signals from parkinson’s patients and healthy people for 
diagnosis of Parkinson’s early. Various feature selection 
techniques and various classification methods were utilized in 
the developed method. The developed method shown higher 
accuracy in classification and reduced the computational cost.  
However, the datasets collected in the developed method was 
only included vocal features.  
 
Pavan Rajkumar Magesh et.al.(15) used local interpreTable 
model agnostic explainer method for the early detection of 
Parkinson’s disease by Single Photon Emission Computed 
Tomography (SPECT) Dopamine Transporter (DaTSCAN) 
imaging method. The DaTSCAN were used from the 
Parkinson’s progression markers initiative database and was 
trained on convolutional neural network by transfer learning 
method. The developed method increased the accuracy in early 
identification of disease and provided confidence for 
healthcare purpose in computer aided diagnosis. However, the 
developed method showed higher false positive rate and 
negative rate.  
 
P. Sathish et.al.(16) Developed a clustering method called as 
Gaussian Hybrid Fuzzy Clustering (GHFC) for segmentation. 
Initially, the exponential cuckoo on the basis of radial  neural 
network was utilized for the process of classification. Then, 
the images were taken for pre-processing and carried out  for 
the segmentation. Further, the segmentation was carried out by 
establishing a hybridized clustering  GHFC framework. The 
developed GHFC was created by combining the FCM and 
Sparse FCM to identify the effectiveness of centroid for 
classification. However, the computation time of the work is 

6.09seconds, which requires deep learning strategy for 
classification. 
 
Lu Li et.al.(17) developed a U-Net based deep learning 
approach for automatic identification and segmentation of 
hemorrhage strokes in brain CT images. The input from the 
network was constructed by combining the flipped images 
with the original CT slice which introduces the symmetry 
constraints of the brain images into the established model. To 
reduce the effect of the normal area in the brain image, the 
conditional Generative Adversarial Nets (GAN) were modified 
by using UNet as a generator. Then the discriminator was used 
to exploit higher-order inconsistencies in the samples 
synthesized by the generator. The advantage of the UNet based 
method was it showed higher accuracy for the detection of 
hemorrhage strokes. However, inspecting all the images was 
difficult to find the hemorrhage lesion part from the CT image.  
 
U. Rajendra Acharya et.al.(18) developed automatic 
identification of ischemic strokes by utilizing the higher order 
spectrum features in the MRI images of brain. The higher 
order spectrum bi-spectrum entropy and phase feature were 
utilized to extract the salient details from the MRI images for 
the strokes estimation. The features were extracted by using 
Higher Order Spectra (HOS) and many entropies. Then, 
estimated feature were ranked by using the F-value during 
analysis of variance. The advantage of the developed method 
was effectively detected the stroke lesion and showed 
maximum accuracy and predictive value. But, the automatic 
detection of ischemic stroke method will not identify the high 
dimensional medical image data.   
 
Asit Subudhi et.al.(19) developed automated classification and 
segmentation of brain strokes by utilizing expectation 
maximization and RF classifier on diffusion weighted images  
sequence of MRI. The stroke was classified into partial 
anterior circulation syndrome, lacunar syndrome  and total 
anterior circulation stroke. The affected region of brain was 
due to stroke segmented by using expectation maximization 
algorithm and segmented regions was processed with 
fractional order Darwinian particle swarm optimization 
method to improve the rate of detection. The advantage of the 
automated segmentation and classification method was it 
efficiently detected the lesion structure on a large dataset. 
However, automated segmentation and classification was time 
consuming since it trains the larger sets of data to the model.  
 
C. Narmatha et al. (20) implemented a Fuzzy Brain-Storm 
Optimization (FBSO) algorithm for segmentation and 
classification of brain tumors. The developed FBSO method 
includes four process such as image acquisition, image 
enhancement, feature extraction and classification. The 
developed FBSO was robust, efficient, and reduced the 
segmentation time of the optimization algorithm with accuracy 
of 93.85% and nearly 95% of F-score. However, the FBSO 
method didn't consider the important features, which consumes 
only 93.85% of accuracy. Therefore, the developed method 
requires effective feature extraction techniques.  
 
COMPARATIVE ANALYSIS 
 
Comparison analysis of existing brain disease classification 
and detection methods in terms of performance metrics is 
described in Table 1. 
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Brain disease Classi                                                                                         
fication with performance metrics 

 
Authors Methodology Datasets Performance 

Measures 
Chenjie  
Ge et.al.(21) 

Developed an 
Generative 
Adversarial Network 
(GAN) for the 
classification of 
brain tumor. 

Used 3 
dimensional 
brain images 
such as TCGA-
GBM and 
TCGA-LGG. 

Accuracy= 
88.825%, 
Sensitivity= 
81.81% and 
specificity = 
92.17%. 

Hossam H. 
Sultan 
et.al.(22) 

Implemented a deep 
learning approach 
based on 
Convolutional 
Neural Network 
(CNN)to classify 
types of brain 
tumors. 

Utilized 
REMBRANDT 
dataset and 
TCIA dataset. 

Accuracy= 
97.54%, 
Sensitivity= 
95.5%,  
Specificity= 
98.7%, and 
precision = 
95.8%. 

Biao Jie 
et.al.(23) 

Designed CNN 
method with 
functional 
connectivity network 
for the diagnosis of 
brain disease. 

ADNI dataset 
was used. 

Accuracy= 
88.0% 

Hossein 
Shahamat 
et.al.(24) 

Developed an 
Genetic Algorithm 
based Brain Masking 
(GABM) for brain 
disease 
classification. 

Utilized ADNI 
dataset and 
ABIDE dataset. 

Accuracy= 85%. 
 

M. Rohini 
et.al.(25) 

Developed 
multivariate linear 
regression, Support 
Vector Machine 
(SVM) and logistic 
regression. 

ADNI dataset 
was used in the 
developed 
method. 

Accuracy = 89% 
and AUC score 
= 78%. 

 
CONCLUSION  
 
In this study, the existing brain disease detection methods by 
using machine learning approaches is reviewed. The accurate 
and early diagnosis system for the brain diseases is necessary 
to develop. But, the diagnosis of brain disease is difficult due 
to its highly heterogeneous symptoms and complex nature. 
The existing methods utilized either problem specific or 
manual feature extraction or target oriented feature extraction 
which resulted in larger and complex analysis of medical 
images. The existing methods automated segmentation and 
classification was time consuming since it trains the larger sets 
of data to the model. The existing methods classifies the 
images as healthy or unhealthy, the methods that classifies the 
brain images into multiple stages were rare. So, it is necessary 
to develop an effective brain disease classification approach 
that classifies the brain images into multiple categories. In 
order to solve such problems better model need to be 
developed for brain disease detection. 
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